
Study of π+ → e+νe decay
by
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Abstract

The pion branching ratio (Rπ = Γ(π+→e+νe+π+→e+νeγ)
Γ(π+→µ+νµ+π+→µ+νµγ)

) is an auspicious

observable for a test of the standard model of particle physics (SM). Rπ

has been calculated within this framework with high precision because the
strong interaction dynamics cancel out in the ratio and the structure depen-
dence only appears through electroweak corrections. Since the discovery of
the electronic pion decay in 1958, Rπ was measured with increasing preci-
sion and confirmed the SM value of RπSM = 1.2352(2)× 10−4. However, the
current experimental precision is 20 times worse than the theoretical one
leaving a large window for potential new physics at “high-mass” scales (up
to ∼1000 TeV).

The PIENU experiment aims at measuring Rπ with an improved pre-
cision by a factor larger than 5 over the previous experiment at TRIUMF
(Rπexp = (1.2265 ± 0.0056) × 10−4) in order to confront the theoretical pre-
diction at the 0.1% level. The result presented in this thesis focuses on a
fraction of the data taken since the beginning of physics data taking in 2009.
A blind analysis has been implemented in order to avoid a human bias. With
this set of data, the procedure is established for the final analysis. An im-
provement by a factor 1.17, dominated by statistical uncertainty, has been
reached in the branching ratio precision. If added to the current Particle
Data Group value, the result of this analysis reduces the uncertainty on the
branching ratio by ∼25%.

Le rapport de branchement du pion (Rπ = Γ(π+→e+νe+π+→e+νeγ)
Γ(π+→µ+νµ+π+→µ+νµγ)

) est une

observable privilégiée pour un test du modèle standard de la physique des
particules. Rπ a été calculé dans ce cadre avec une haute précision parce
que les dynamiques de l’interaction forte s’annulent en prenant le rapport
et les effets hadroniques n’apparaissent qu’à travers les corrections électro-
faibles. Depuis la découverte en 1958 de la désintégration du pion en
positron, Rπ a été mesuré avec une précision croissante. Toutefois, la
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précision expérimentale actuelle est de 20 fois inférieure à la précision théorique
ce qui laisse le champ libre pour l’apparition de phénomènes non-standard
dont les énergies pourraient atteindre jusqu’à ∼1000 TeV.

L’expérience PIENU vise à mesurerRπ avec une précision 5 fois supérieure
à celle obtenue par la précédente expérience à TRIUMF (Rπ = (1.2265 ±
0.0056) × 10−4). Le résultat présenté dans cette thèse se concentre sur
une fraction des données prises depuis 2009 pour lesquelles une analyse en
aveugle a été développée. L’analyse qui sera utilisée pour l’obtention du
résultat final est basée sur le travail détaillé dans ce document. Malgré une
statistique limitée, la précision dans la mesure de Rπ a été ameliorée par
un facteur 1.17 ce qui représente une amélioration de ∼25% de la valeur
actuelle listée par le “Particle Data Group”.
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The PIENU collaboration has about 25 members from 11 different institu-
tions. I joined the experiment in September 2007 before the construction of
the beamline extension and assembly of the detector. I actively participated
in the tests on the beamline for which I prepared the trigger and tested
the NaI(Tl) crystal with the help of A. A. Aguilar-Arevalo. I subsequently
analyzed the data taken and reported the results in a technical note. The
result of those tests were published in [1]. The description of the beamline
is made in chapter 3.

I designed and built the PIENU trigger. The description of the trigger
is made in chapter 3 and Appendix A. I was responsible for the tests of
the wire chambers and the implementation of a large part of the slow con-
trols. Together with Chris Pearson, I adapted the TIGC module (which is
an important part of the digital trigger system) to the specific needs of the
PIENU experiment. I was extensively involved in the 2009 engineering runs
during which the first high statistics measurement with the NaI(Tl) were
made and photo-nuclear reactions in the crystal observed. Those data were
analyzed by Luca Doria and Toshio Numao and published in [2].

I participated in all physics data taking runs in 2009, 2010 and 2011.
The extensive number of shifts required the remote participation of “off-
site” collaborators. For this purpose, a comprehensive documentation of all
online monitoring devices and associated troubleshooting instructions had
to be written. I was fully responsible for this task. Over the years of data
taking, I took over 200 shifts and was a run coordinator for several months.

The physics runs taken in 2009 were analyzed by Kaoru Yamada and
Toshio Numao. I also participated in the analysis for which the results were
published in [3]. A brief description of this analysis is presented in chapter 8.

I was the first PhD student working on the branching ratio analysis and
was the principal contributor to this work. Together with Masaharu Aoki, I
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took the lead in developing the blind analysis strategy adopted for this anal-
ysis. The blind analysis technique is described in chapter 1. I performed the
data selection for 2010 data and actively participated in the development
of the “first-stage” data decoding. I was the major participant in all parts
of the analysis presented in chapter 4 and chapter 5. The analysis of the
lineshape data was done with the help of Tristan Sullivan.

Beside the work of research, I was one of the administrators of the desk-
top and cluster computers of the PIENU collaboration and was responsible
for maintaining the PIENU website.
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Glossary

Each entry is followed by (G) if it refers to a general term widely used
in the physic’s community or by (E) if it is a term specific to the PIENU
experiment.

ADC (G) Analog to Digital Converter.

ATLAS (G) The acronym stands for “A Toroidal Lhc ApparatuS”. It
is an experiment taking place at the LHC, CERN. The ATLAS
experiment uses a general-purpose detector to investigate a wide
range of physics, including the search for the Higgs.

B1 (E) B1 and B2 are the two beam scintillator counters in the
PIENU assembly. B1, B2, B3 also denote the three dipole mag-
nets in the M13 beamline.

BGO (G) Abbreviation for “Bismuth germanium oxide” which is an
inorganic chemical compound used in experimental physics for
its scintillation properties.

BNL (G) Brookhaven National Laboratory, Upton, NY, USA.

BSM (G) It stands for “Beyond the Standard Model” and usually
refers to theories including models of new physics phenomena.

CAD (G) Computer-aided design.

CERN (G) European Organization for Nuclear Research (Organisa-
tion européenne pour la recherche nucléaire). It is the world’s
largest particle physics laboratory. It is located in Geneva on
the Franco-Swiss border.

CF4 (G) Carbon tetrafluoride, a quench gas commonly used in wire
chambers.
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GLOSSARY

CMS (G) The acronym stands for “Compact Muon Solenoid”. It is
an experiment taking place at the LHC, CERN. It has similar
physics goals to the ATLAS experiment.

COPPER (E) COPPER stands for : COmmon Pipelined Platform for
Electronics Readout. It is a data acquisition system developed
at KEK and used in the PIENU experiment.

CP (G) CP-symmetry is the combination of C-symmetry (charge
conjugation symmetry) and P-symmetry (parity symmetry).

CsI (G) Cesium Iodide.

DAQ (G) Data Acquisition System.

E248 (E) Pion decay experiment at TRIUMF performed in the 1980’s.

E949/E787 (G) Rare kaon decay experiments at BNL.

EPICS (G) EPICS is a set of Open Source software tools, libraries and
applications developed collaboratively and used worldwide to
create distributed soft real-time control systems for scientific
instruments such as particle accelerators.

G4beamline (G) G4beamline is a single-particle tracking program based
on the Geant4 simulation toolkit. It is specifically designed for
the simulation of beamlines.

Geant4 (G) Toolkit written in C++ for the simulation of the passage of
particles through matter.

KEK (G) High Energy Accelerator Research Organization, in Tokyo’s
area, Japan.

LHC (G) The acronym stands for “Large Hadron Collider”. It is
the world’s largest and highest-energy particle accelerator. It
was built by the European Organization for Nuclear Research
(CERN) and was designed to reach a total collision energy of 14
TeV.

M13 (E) Pion beam channel in TRIUMF’s meson hall.

MC (G) Monte Carlo. Denotes a class of computational algorithms
that relies on repeated random sampling and is used for simulat-
ing physical processes. The Geant4 software uses Monte Carlo
methods.
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MDAR (E) Muon decay-at-rest.

MDIF (E) Muon decay-in-flight.

MIDAS (E) Data acquisition system which is used in particle and nuclear
experiments.

NaI (G) Sodium Iodide.

NIM (G) The Nuclear Instrumentation Module (NIM) standard de-
fines mechanical and electrical specifications for electronics mod-
ules used in experimental physics.

NMR (G) An NMR probe (there is one for each dipole magnet in the
M13 beamline) is an instrument used to measure the magnetic
field.

PDAR (E) Pion decay-at-rest.

PDG (G) The “Particle Data Group” is an international collaboration
that reviews particle physics and related areas of astrophysics,
and compiles/analyzes data on particle properties.

PDIF (E) Pion decay-in-flight.

PEN (G) An experiment taking place at PSI which measures π →
e+ ν(γ) decay branching ratio.

PMT (G) Photo-Multiplier Tube.

PSI (G) Paul Scherrer Institute. Research centre for natural and
engineering sciences in Villigen, Switzerland.

R-parity (G) It is a symmetry which prevents the appearance of terms
in supersymmetric extension of the Standard Model that would
violate lepton and baryon number conservation. The symmetry
is defined as PR = (-1)2s+3B+L where s stands for spin, B for
baryon number and L for lepton number.

SLAC (G) Stanford Linear Accelerator Center in Menlo Park, CA,
USA.

SM (G) Standard Model of Particle physics.

SUSY (G) Abbreviation for “supersymmetry” which is a possible ex-
tension to the Standard Model.
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T1 (E) T1 and T2 are the two telescope scintillator counters in the
PIENU assembly.

TDC (G) Time to Digital Converter.

TIGC (E) VME-based module used in the PIENU experiment. It gen-
erates a trigger based on the weighted amplitude sum informa-
tion it receives from ADC modules.

TRIUMF (G) Canada’s National Laboratory for Nuclear and Particle
Physics, Vancouver.

V-A (G) Refers to the theory of weak interaction.

V1 (E) V1, V2 and V3 are the three veto scintillator counters in
the PIENU assembly.

VF48 (E) ADC module based on VME standard.

VT48 (E) TDC module based on VME standard.

WC (G) Wire Chamber.
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Chapter 1

Introduction

1.1 Overview of the PIENU experiment

1.1.1 Brief discussion on the branching ratio

The PIENU experiment aims at precisely measuring the rate of pion decay
including the radiative components:

Rπ =
Γ
(

(π+ → e+νe) + (π+ → e+νeγ)
)

Γ
(

(π+ → µ+νµ) + (π+ → µ+νµγ)
) (1.1)

This branching ratio has been very precisely calculated within the framework
of the standard model (SM). The current experimental value is 20 times less
precise than the theoretical calculation, which leaves a large window in which
non-standard physics can appear. Non-standard physics could include new
interactions or exotic particles. Alternatively if the SM value is confirmed,
tighter constraints on new physics scenarios can be set. Chapter 2 will
present a detailed description of the sensitivity of the pion branching ratio
measurement to new physics.

1.1.2 Overview of the experimental technique

The PIENU experiment is being carried out in the M13 area at TRIUMF,
Canada’s National Laboratory for Nuclear and Particle Physics, which is lo-
cated on the University of British Columbia’s campus in Vancouver, Canada.
The pion beam, produced by the accelerated proton beam hitting a fixed
Beryllium target, is directed to the M13 area where the PIENU experiment
is located. The mono-energetic (Ek ∼18.9 MeV) pions stop in a target
schematically represented in Fig.1.1. The pion decays most of the time
to a neutrino and a muon, which subsequently decays in the target into a
positron and associated neutrinos (a decay which in the rest of the thesis
will be referred as: π+ → µ+ → e+ ). Alternatively the pion directly decays
into a positron and a neutrino (which will be referred as a π+ → e+νe de-
cay). These two decays have different time and energy characteristics that
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1.1. Overview of the PIENU experiment

can be precisely measured and used to extract the branching ratio.

π+

μ+

e+

π+→ μ+→ e+
  Eμ+ ≈ 4 MeV
τμ+ ≈ 2.19 μs
Ee+ ≈ 0~52 MeV

π+→ e+ 

τπ+ ≈ 26 ns
Ee+ ≈ 70 MeV

Figure 1.1: Schematic illustration of the two pionic decays in the PIENU
target.

First, in the target, the range of the muon from a π+ → µ+ → e+ de-
cay is about 1 mm which is well within the thickness of the PIENU target.
Therefore, the entire muon kinetic energy of 4.12 MeV is deposited in the
target while a π+ → e+νe decay has no additional energy (other than a
small energy loss contribution from the positron) deposited in the target as
shown in Fig.1.2. The decay positrons of both decays have different energy
spectra. The positron from the 3-body muon decay (µ+ → e+νeν̄µ ) has a
broad range of energy with an endpoint at 52.8 MeV, while the positron of
the 2-body π+ → e+νe decay has a well defined energy of 69.8 MeV. And
finally, the pion and muon decay constants are different by almost two or-
ders of magnitude leading to significantly different time spectra. In Fig.1.3,
the time and energy spectra of π+ → e+νe and π+ → µ+ → e+ events are
superimposed. The analysis strategy takes advantage of these differences.
An energy cut shown as a dashed black line in Fig.1.3 separates the bulk
of π+ → e+νe and π+ → µ+ → e+ events. The time spectra of those two
distributions are fitted simultaneously with functions taking into account
the backgrounds in both distributions. The result of this fit gives access to
the “raw branching ratio” to which a number of corrections have to be ap-
plied. The fitting procedure and the corrections will be explained in detail
in chapter 4 and chapter 5 respectively.
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Figure 1.2: Energy deposited in the target for π+ → e+νe (blue/thin line)
and π+ → µ+ → e+ (red/dashed line) events (MC).
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Figure 1.3: Time spectra (left) and energy spectra in the calorimeters (right)
of π+ → e+νe and π+ → µ+ → e+ decays obtained from simulation. The
spectra are normalized to the same amplitude.
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1.2 Previous experimental measurements

1.2.1 Some history

The pion was discovered in 1947 in cosmic ray showers by Cecil Powell and
collaborators [4]. For this discovery, C. Powell and H. Yukawa, who had
predicted the existence of mesons, were awarded respectively the 1950 and
1949 Nobel Prizes [5]. The pion was the first “real”1 meson to be discovered
and gave the start to the “particle-rush”. Over the following years, a va-
riety of particles were discovered that stimulated the construction of giant
high-energy accelerators of which the LHC is the current epitome.
The muon had been discovered ten years earlier and was first believed to
be the particle that Yukawa had predicted to be the carrier of a strong and
short range force. But the muon did not appear to interact strongly with
matter and was soon viewed as a mere heavy electron.
The charged pion being the lightest (139.6 MeV) of the charged meson parti-
cles can only decay into lighter leptons, namely to a muon or to an electron.
The muon mass (105.7 MeV) is 34 MeV below the pion mass while the
electron is about 280 times lighter than the pion, so, from pure phase-space
consideration, the electronic decay should be greatly favored over the muonic
decay. But for more than 10 years, only the pion decay into a muon was
observed which was a great puzzle and triggered an experimental search for
the electronic decay.
In 1957, an experiment carried out at the Enrico Fermi Institute [6] did
not identify any π+ → e+νe decays and set a limit for the branching ratio
around R1957 = 10−6 confirming a previous result by Lokanathan and Stein-
berger [7]. These results contradicted the theory that the decay of a pion
should go through an axial-vector interaction yielding a branching ratio of
the order of 10−4. The so-called V-A theory had been proposed the same
year by Sudarshan and Marshak [8] (and “publicized”2 by Feynman and
Gell-Mann [10] among others) as a theory of weak interaction in which par-
ity was violated. Hints of parity violation in the weak decay of Kaons had
indeed been noticed by T. Lee and C. Yang [11] in 1956 and confirmed the
same year in the beta decay of cobalt-60 by the team of C. S. Wu [12] and
other independent measurements. With the exception of the π+ → e+νe
decay the validity of a universal Fermi interaction was holding. Further at-
tempts were therefore made to measure the branching ratio. In 1958, the
π+ → e+νe decay was discovered at CERN [13] and Columbia University

1The muon which was discovered before the pion used to be called the “mu meson”.
2according to Feynman’s own words [9].
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[14]. The first precise measurement of the branching ratio was done by the
team of H. L. Anderson3 using a magnetic spectrometer [15]. With the ad-
dition of radiative corrections of 2.5%, the measured branching ratio was
R1960 = (1.27 ± 0.07) × 10−4, providing a measurement precision close to
5% and entirely in agreement with the hypothesis of a universal axial vec-
tor interaction. Several other experiments followed to confirm and improve
this result. The experiment by Di Capua et al. [16] used a 23 cm diam-
eter × 24 cm long NaI(Tl) detector that could also detect photons from
the radiative decays. Their measurement therefore included most of the
inner-bremsstrahlung effect. With a collection of more than 104 π+ → e+νe
events, they obtained a branching ratio of R1964 = (1.247 ± 0.028) × 10−4

improving the measurement precision by a factor of 3. This result was later
revised to R1964r = (1.274 ± 0.024) × 10−4 [17] to account for a change in
the pion lifetime. Almost 20 years later, another experiment with a larger
and better NaI(Tl) crystal was carried out at TRIUMF by Bryman et al.
[18]. Their result was R1986 = (1.218 ± 0.014) × 10−4 from a sample of
3×104 π+ → e+νe events. Two subsequent experiments were carried out at
TRIUMF [19] (E248 experiment) and PSI [20] few years later. The TRI-
UMF experiment carried on with a NaI(Tl) crystal as the main calorime-
ter detector while the PSI team used a 4π BGO calorimeter surrounding
the target. Both experiments achieved comparable levels of statistical and
systematic uncertainties. The weighted average of these two experiments
R1994av = 1.231 ± 0.004 × 10−4 was in agreement with the prediction of
the Standard Model (SM) of particle physics which, by that time, predicted
a branching ratio with the inclusion of radiative corrections and assuming
universality4 of Rth = (1.2350± 0.0005)× 10−4 [21].
Fig.1.4 shows the summary of these experimental results. The current
PDG average using R1986 and the last PSI and TRIUMF results gives
RPDGav = 1.230± 0.004× 10−4 [22].

1.2.2 Details and lessons from the E248 experiment at
TRIUMF

The schematic of the E248 experimental setup is shown in Fig.1.5 and de-
scribed in detail in [23]. Pions were stopped in a scintillator target. The
main detector was a cylindrical NaI(Tl) crystal whose axis was oriented at
90° with respect to the beam so as not to get direct contamination from

3who was also an author of the negative result published 3 years earlier [6].
4more on this in §2.2.3.
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Figure 1.4: History of the pion branching ratio experimental results. The
values indicated by red triangles are used by the current PDG average. The
hatched line indicates the SM value and the last point shows, for compari-
son, the expected uncertainty from the new PSI and TRIUMF experiment
assuming the SM value.
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beam particles. The solid angle was only 2% of 4π steradians.

Figure 1.5: Experimental setup of the E248 experiment at TRIUMF.

The experiment took data for a month and collected about 105 π+ → e+νe
events. The branching ratio result was R1992 = 1.2265 ± 0.0034(stat) ±
0.0044(sys)×10−4 [19, 23]. Systematic and statistical errors were of the same
order. The main systematic uncertainty came from the estimation of the
π+ → e+νe low energy tail buried under the π+ → µ+ → e+ spectrum. To
obtain this tail, they formed a so-call “suppressed spectrum” by suppressing
the events identified as π+ → µ+ → e+ events. The result is shown in
Fig.1.6. One can clearly see that there remains in this spectrum a component
from π+ → µ+ → e+ decay. These are mostly events in which the pion
decayed-in-flight before the target (in the rest of the thesis, these events will
be called PDIF) and deposited a smaller amount of energy in the target than
the pions which decayed at rest (PDAR). For these π+ → µ+ → e+ events
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remaining in the suppressed spectrum, the sum of the energy deposited in
the target looked like a π+ → e+νe event. They could therefore not be
removed by a target energy cut. The experiment had no tracking capability
upstream of the target and could therefore only reject PDIF based on the
energy deposited in the target. The fraction of the events below 52 MeV over
the total number of π+ → e+νe events was about 20% and was dominated
by these PDIF events. The estimation of the tail was also limited by the
size of the data sample.

Figure 1.6: Suppressed spectrum obtained by the E248 experiment at TRI-
UMF. Most of the low energy background was due to PDIF.

The PIENU experiment is based on a similar detector concept but in which
the “weak points” of the previous experiment have been taken into account
to have a better control on the sources of systematics. For example, sets of
tracking detectors have been added to enable suppression of PDIF events.
Much larger data samples will be accumulated with a larger solid angle
and longer running time. The detector has also been placed facing the
beam to reduce the variation of traversed material along the positron path.
The performance of the PIENU detector in terms of those improvements is
described in §3.2.7.

1.3 Blind analysis technique

Although, none of the previous experiments measuring the π+ → e+νe
branching ratio have, so far, used a blind analysis technique to extract their
result, it is widely recognized to be an important tool to reduce possible

8
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human biases. Especially, in the field of high precision experiments, where
corrections have to be well controlled and systematics thoroughly scruti-
nized, the impact of human conscious or unconscious bias cannot be ne-
glected. A famous example that illustrates the need for blind analysis is the
PDG’s history plot [22] like the one shown in Fig.1.7. This particular plot
shows the history of the experimental results on the neutron lifetime. The
strikingly good agreement of the central value for sets of subsequent exper-
imental results might point to the existence of a bias. The motivations for

Introduction 1

  
   

  

  
  

 

 

Figure 2: A historical perspective of values of a few particle properties tabulated in this Review as a function of date of
publication of the Review. A full error bar indicates the quoted error; a thick-lined portion indicates the same but without
the “scale factor.”

Figure 1.7: Evolution in time (years) of the neutron’s lifetime experimental
result. Each data point represents an experimental result.

blind analysis in the particle physics field in general have been exposited in
many papers (e.g: [24], [25], [26]). However, the blinding technique is fully
dependent on the experiment and can be sometimes difficult to implement.
For the PIENU experiment it was key that the blinding procedure should
not artificially hide or create new systematic effects which would handicap
the analysis. The orthogonality (at least at first order) of the energy de-
posited in the target and the time of individual decays was used to blind
the value of the “raw branching ratio” [27]. A smooth and unknown in-
efficiency function with an average level different for the π+ → e+νe and
π+ → µ+ → e+ side of the target energy was used to randomly reject events
as schematically illustrated in Fig.1.8 . The number of π+ → µ+ → e+ and
π+ → e+νe events rejected being different, the branching ratio was changed
without distorting the time spectrum on which the fitting was performed.

9
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The blinding was not applied to the data used for corrections, since as long
as the value of the “raw branching ratio” is blinded, corrections can be
studied on the unblinded sets of data.

Target Energy [MeV]

π→e π→μ

1.00

0.99

π→e π→μ

1.00

0.99

a) b)

inefficiency functions

Target Energy [MeV]

Figure 1.8: Blinding technique for the PIENU experiment. A smooth in-
efficiency function removes events based on their energy deposited in the
target. Depending on the levels of the function (unknown to the experi-
menters), this procedure lowers -case a)- or raises -case b)- the branching
ratio.

1.4 Outline of the thesis

Recently, important progress has been achieved in theoretical calculations
of the π+ → e+νe branching ratio which has called for even more precise
measurements. Two experiments at PSI and TRIUMF have been working
for the last few years on measuring the pion branching ratio with the final
goal of improving the measurement by almost a factor 10.
This thesis will detail the work done over the past four years at the detector
and analysis level for the PIENU experiment and will present the preliminary
results obtained with a partial set of the available data. Chapter 2 will
develop the theoretical background. The following chapters will describe the
experimental apparatus (chapter 3), present the analysis strategy (chapter
4 and 5) and Monte Carlo simulations (chapter 6) and finally expose the
preliminary and intermediary results on the branching ratio (chapter 7) and
on the massive neutrino search (chapter 8) based on data taken in 2010 and
2009 respectively. The author’s personal contributions to the experiment
are detailed in the Preface.
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Chapter 2

Theoretical Background

There is a theory which states that if ever anyone
discovers exactly what the Universe is for and why
it is here, it will instantly disappear and be replaced
by something even more bizarre and inexplicable.
There is another theory which states that this has
already happened.

Douglas Adams

In the first section of this chapter, a brief overview of the current status of the
standard model (SM) of particle physics will be made. A brief discussion on
the general structure of the theory will be followed by a short description of
the highlights and flaws of the current model. This first section is therefore
intended as a general introduction to the field of particle physics. The
following sections will specifically deal with theoretical backgrounds of direct
interest to the PIENU experiment.

2.1 The standard model of particle physics

2.1.1 A brief introduction

The current formulation of the standard model of elementary particle physics
dates back to the 1960s. The experimental observation of “partons” at SLAC
[28, 29] which were later associated with the predicted quarks [30, 31] was
quickly followed by the “November revolution” of 1974 with the simultane-
ous discovery of the charm quark at SLAC and BNL. The third generation
of leptons and quarks was discovered in the following years.
The SM describes matter as built on twelve fundamental fermions (six lep-
tons and six quarks5) arranged in three generations as shown in Table 2.1.

5Quarks carry a colour quantum number. Each quark can “appear” in one of the three
colour charges: {r,b,g}. If colour is taken into account, we should number 6 quarks per
generation and therefore a total of 24 fundamental fermions.
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2.1. The standard model of particle physics

Table 2.1: Matter particle content of the standard model.

Particles Generation Charge ( Q/|e|)

Leptons
e µ τ -1
νe νµ ντ 0

Quarks
u c t +2/3
d s b -1/3

The interactions between the particles are mediated by so-called gauge
bosons and the strength of the interaction is given by the gauge couplings
associated with each field. These couplings are part of the 19 free param-
eters in the SM, including masses, mixing angles, etc., which have to be6

determined experimentally.
Table 2.2 shows the interactions described by the SM together with their
mediators and their respective strengths. Although gravity is not described
by the SM it has been added to the interaction table for completeness.

Table 2.2: The four fundamental interactions

Theories Interactions Mediators Strength7

SM
QCD SU(3)C Strong gluon, g g2 ≈1

Electroweak

SU(2)WL × U(1)W
Electromagnetic photon, γ α ≈10−2

Weak W±, Z0 GFermi ≈10−5

Gravity GNewton ≈10−39

The SM is based on invariance under local gauge transformations; a require-
ment that ensures the “renormalizability” of the theory. Renormalization
refers to the process in which logarithmically divergent terms arising from
the interaction involving virtual particles that contribute to the physically
measured quantities (like charge or mass) are absorbed in the definition of
those physical quantities. In practice, one can introduce a cut-off energy
which ensures the convergence of the integrals. If the cut-off energy is well

6Two parameters which remain to be experimentally determined are associated with
the Higgs field.

7For gravity and the weak force, a mass must be introduced to give a dimensionless
quantity for the strength of the force. In this table, the proton mass is used.
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2.1. The standard model of particle physics

chosen and the underlying theory is renormalizable, the divergences inherent
to the perturbation expansion have no physical consequences [32].
The underlying symmetry of the strong interaction is described by the non-
Abelian SU(3)C group which is the transformation group of the quarks. The
standard electroweak model based on SU(2)WL × U(1)W symmetry is a uni-
fication of the electromagnetic (U(1) symmetry) and the weak interaction
(SU(2) symmetry). Unlike the massless photon of QED, the mediators of the
weak interaction have a mass. The introduction of the weak mediators’ mass
into the SM is done by the Higgs mechanism which spontaneously breaks
the SU(2)WL × U(1)W symmetry leading to three massive vector bosons (W±,
Z0) and one massive scalar boson (the Higgs) while keeping U(1) symmetry
intact and therefore retaining the “masslessness” of the photon. In the SM,
all fundamental fermions acquire a mass through coupling with the Higgs
boson. These masses are the product of the Higgs vacuum expectation value
(υ = (

√
2GFermi)

−1/2 ≈ 246 GeV) and the Yukawa coupling constants as-
sociated with each fermion.

2.1.2 Symmetries in the SM

As has become clear from the previous paragraph, our understanding and
description of physical phenomena is governed by symmetries described by
mathematical groups. Through Noether’s theorem, every continuous sym-
metry is associated with a conserved quantity. There also exist discrete sym-
metries like Parity (P), Charge conjugation (C) and Time reversal (T). Some
interactions conserve those symmetries or combinations of those symmetries
and others break them partially or maximally. However, the combination of
those three discrete symmetries (called CPT symmetry) must be conserved.
This is a cornerstone of our current understanding of physics. Lorentz invari-
ance which describes continuous space-time symmetry and CPT symmetry
are connected via the CPT theorem [33–35] which proves that any quan-
tum field theory is symmetric under the CPT transformation if it respects
Lorentz invariance, locality and unitarity (i.e. conservation of probability).
To complete our short description of symmetries, we should note that there
exist in the SM so-called “accidental symmetries”. Those are symmetries
arising in the model because the dimension of the terms which would break
them is too high to appear in the Lagrangian. Baryon and lepton numbers
as well as lepton flavour are examples of such accidental symmetries in the
SM.
Quark flavour is not conserved in the SM. Indeed, the weak interaction
is responsible for an intergenerational mixing in the quark sector which is
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2.1. The standard model of particle physics

characterized by the Cabbibo-Kobayashi-Maskawa (CKM) matrix, VCKM ,
named after the initials of the physicists whose work led to the establish-
ment of this phenomenon [36, 37]. In particular, Kobayashi and Maskawa
were awarded the Nobel Prize in 2008 for this discovery.
The CKM matrix is defined as follows: d′

s′

b′

 = VCKM

 d
s
b

 =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 d
s
b

 (2.1)

where (d’, s’, b’) are the quark weak eigenstates and (d, s, b) their mass
eigenstates. Each of the components of the VCKM have been determined
experimentally. The latest results give the following absolute values of the
CKM matrix parameters [22]:

VCKM =

 0.97425± 0.00022 0.2252± 0.0009 0.00389± 0.00044
0.230± 0.011 1.023± 0.036 0.0406± 0.0013

0.0084± 0.0006 0.0387± 0.0021 0.88± 0.07


(2.2)

Those values are consistent with an unitary matrix in conformity with the
SM.

Detailed description of the theoretical structure of the SM can be found
in many references, for example [38]. Examples of more introductory text
books are [39–41].

2.1.3 Successes and flaws of the SM

The SM has proved to be very successful in explaining and predicting na-
ture’s behaviour. A particular milestone of its success was the correct pre-
diction of the W and Z boson’s mass 10 years before their direct observation
in 1983 at the CERN pp̄ collider. Since then, the SM’s predictive power
has been tested to great precision and no clear indications of discrepancies
between the data and the model have been observed so far [42]. However
an important fundament of the theory, namely the Higgs field that provides
mass to fermions and massive gauge particles has not been fully validated
yet. The Higgs particle remains to be observed at colliders, but the phase
space available for its discovery has shrunk considerably over the last few
years. The lower limit on the SM Higgs mass is mH > 114.4 GeV from
direct searches at LEP-2 [43]. An upper limit can be extracted from pre-
cision measurements of electroweak observables. If a top quark mass of
173.1±1.3 GeV [44] and a W± boson mass of 80.399±0.023 GeV [45] is used
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2.1. The standard model of particle physics

together with the lower bound from LEP, an upper limit of mH < 186 GeV
at 95% confidence level (C.L.) is obtained [46, 47]. New direct results are
also available from the Tevatron. The latest combined DØ and CDF result
excluded the region 158 < mH < 173 GeV/c2 at the 95% C.L. [48]. New
direct limits from the ATLAS and CMS experiments at the LHC exclude the
regions 127 < mH < 600 GeV/c2 at the 95 % confidence level [49, 50]. Those
results leave only small mass windows for the SM Higgs and the LHC will
soon have covered them. But even if the Higgs boson is found at the LHC,
there are intrinsic problems arising from the fact that the Higgs is a scalar
particle. Indeed, loop corrections to the Higgs mass squared are quadratic in
the cut-off scale Λ (scale at which the SM breaks down) which leads to huge
corrections to the Higgs mass [51]. Explaining a light Higgs would either
require fine-tuned cancellations to these corrections or a Λ around the TeV
scale. The last option would imply new physics at energies very close to
those probed until now but with seemingly no effect on the processes taking
place at those energies which is sometimes referred to as the “LEP Paradox”
[52].
Beyond the Higgs sector, there are a number of open questions in particle
physics that are left unanswered by the SM. We cite some of them here:

• Although there are clear indications from oscillation experiments that
neutrinos have mass, the mass generation mechanism is currently not
included in the SM. Several mass generation mechanisms are possible.
A more detailed discussion on neutrinos in the SM and its extensions
is in §2.4.1.

• The 12 elementary particles of the SM are not the constituents of
dark matter which, according to astronomical observations, accounts
for almost 1/4 of the universe’s content. In comparison, the amount
of known matter in the universe (the matter described by the SM) is
less than 5% [53].

• According to the CPT theorem mentioned previously, matter and an-
timatter have exactly the same or opposite properties. This implies
that matter and anti-matter should have been created (and be present)
in the same proportions. From observations however, there is so far
no evidence for large concentrations of antimatter anywhere in the
Universe. Sakharov has pointed out in 1967 [54] that an asymmetry
could be generated under the three following conditions: baryon num-
ber violation, C and CP symmetry violation and interactions outside
of thermal equilibrium. These conditions provide an explanation in
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principle for the observed asymmetry, but it is unclear if they can be
related to anything measurable. For example, the current level of CP
violation in the SM is too small to account for the observed asymme-
try. Not only does this show the limitation of our understanding of
matter genesis, but it also highlights the apparent “unnatural” sup-
pression of CP violation in the SM. It is indeed puzzling to see that
CP phases in all sectors of the SM are always largely suppressed. In
the weak sector, the amplitudes of CP violating effects parametrized
in the CKM are relatively small while the neutrinos θ13 angle which
would characterize the amplitude of CP violation in the leptonic sector
has not been measured yet to be different from zero8. In the strong
sector, the experimental upper bound on the electric-dipole moment
of the neutron implies that the QCD CP violating parameter is very
small, if not zero9.

All in all, the SM has been a very successful way of describing nature, but it
is certainly incomplete as have been shown by the experimental facts men-
tioned above.
From a phenomenological point of view, the current arrangement of parti-
cles and forces is also rather unsatisfactory. Why are there four forces with
notably different strengths (see Table 2.2)? Why should there be so many
free parameters in the model? What underlies the arrangement in three
generations? Those questions suggest the existence of deeper symmetries.
Indeed, the fact that leptons and quarks are point-like particles which can
both be arranged in three generations, are indistinguishable under the elec-
troweak force and that the charge of the quarks are an exact divider of the
leptons’s charge, point to the fact that QCD and the Electroweak theories
could be unified (in the same manner that QED and the weak force are uni-
fied under the Electroweak theory) under a larger symmetry which would
contain SU(2)×SU(1) and SU(3)C as sub-groups. This is the idea behind
grand-unified-theories (also known under the acronym GUT). The natural
next step would be the inclusion of a quantum mechanical model of gravity
into an “universal” quantum field theory which could be the first step to a
“Theory Of Everything”.

In this section, we have briefly summarized the current theoretical status of
the Standard Model of Particle Physics and some of the questions which re-

8The current best experimental limit is from the double-CHOOZ reactor experiment
[55]: sin2(2θ13) < 0.16 at the 90% confidence level (C.L.). However, the combined T2K
[56] and double-CHOOZ result excludes sin2(2θ13) = 0 at the 3σ C.L.

9The smallness of θQCD constitutes a puzzle known as “the strong CP problem.”
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main unanswered. We will discuss in §2.4, how the measurement of the pion
branching ratio can bring some insights to part of those questions by setting
limits on “New Physics” scenarios or revealing new types of interactions not
accounted for in the SM.

2.2 V-A theory

After the brief excursion into the SM, this section will focus on the weak
interaction which is of direct interest to the study of pion decay. For this
purpose we will go back in the historical development of the theory at the
time when Sudarshan and Marshak proposed the V-A theory of weak inter-
action.
The development of the V-A theory started with Fermi’s model of β-decay
based on the analogy with electromagnetism. The matrix element for the
weak process was written as the product of a baryonic and a leptonic cur-
rent, where the currents were products of the particles’ wavefunctions (Ψ)
with 4-vector operators (O).

M = GJbaryonJlepton = G(Ψ̄bOΨb)(Ψ̄lOΨl) (2.3)

From relativistic invariance, the operator can in principle be vector (V),
axial-vector (A), scalar (S), pseudoscalar (P) or tensor (T). After the dis-
covery of parity violation, it became clear that there must be two types of
operators with opposite parity at play. It was also observed that leptons and
anti-leptons in weak decays had opposite helicity states which discarded the
S, P and T operators. The general form of the weak operator was therefore
reduced down to:

O =
1

2
γµ(CV + γ5CA) (2.4)

where the γ matrices are the 4×4 Dirac matrices and CA and CV are constant
coefficients. The additional observation that neutrinos are produced in pure
helicity states leads to CA = −CV and therefore to the so-called universal
weak operator:

O =
1

2
γµ(1− γ5) (2.5)

The vector and axial-vector components of the operator have the same mag-
nitude but are opposite in sign which leads to maximal parity violation in
weak decays and is the reason for the “V-A” naming of the theory.
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2.2. V-A theory

2.2.1 Pion decay rate

The pion is the lightest hadron10 so it can only decay weakly to lighter lep-
tons: the muon or the electron (with their associated neutrinos).
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a) b)

Figure 2.1: a) Standard model description of pion decay. b) Point-like
interpretation of the same decay.

The differential decay rate for π+ → l+νl (where l = e or µ) can be written
as:

dΓ =
1

2mπ
|M|2 1

ElEν

d3pl
(2π)3

d3pν
(2π)3

(2π)4δ4(q − pl − pν) (2.6)

wheremπ is the mass of pion and q, pl and pν are the four-momenta indicated
in Fig.2.1. The matrix elementM is the product of the propagator and the
leptonic and hadronic currents.

M =
igµν

M2
W − q2

JµπJlν (2.7)

However, in our case, the momentum transfer is small compared to the
mass of the W boson so that the momentum transfer q in the propagator’s

10The neutral pion is slightly lighter than the charged pions so the decay π± → π0e±ν
is allowed but has a branching ratio of 10−8, see Table 2.4 .

18



2.2. V-A theory

denominator can be neglected leading to eq.2.8. Doing this is equivalent to
assuming a Fermi point-like interaction as shown in Fig.2.1 b).

M =
iG√

2
JπJl =

iG√
2
〈0|V −A |π〉 ū(pl)γµ(1− γ5)v(pν) (2.8)

where G is the Fermi coupling constant mentioned in Table 2.2. It is related
to the W-lepton coupling constants gl by:

G√
2

=
g2
l

8M2
W

(2.9)

Since the first part of the matrix element in eq.2.8 connects the pseudoscalar
pion to the scalar vacuum, the vector part of the weak operator vanishes to
give:

M =
iG√

2
〈0|A |π〉 ū(pl)γµ(1− γ5)v(pν) (2.10)

The term 〈0|A |π〉 cannot be described in terms of quark currents since the
quarks are bound inside the pion by the strong force. We know however
that this term should be a Lorentz 4-vector and the only 4-vector available
is the momentum transfer q. We therefore write:

〈0|A |π〉 = ifπq
µ (2.11)

M =
iG√

2
fπq

µū(pl)γµ(1− γ5)v(pν) (2.12)

where fπ is a constant which parametrizes the hadronic interaction.
After squaring of the matrix element and summation over the final spin
states (the detection of the decay lepton is insensitive to the spin state), we
get:

|M|2 = 4G2f2
πm

2
l plpν (2.13)

This last expression can then be incorporated in Eq.2.6. After integration
over the energy, we get an expression for the decay rate

Γπ→l+νl = G2mπf
2
πm

2
l

8π
(1−

m2
l

m2
π

)2 (2.14)

This decay rate is a function of the pion’s form factor fπ which is theoreti-
cally not well-known. However, if one measures the ratio of pion decay into
muon and positron, this term cancels out at the first order to give:

Rπ0 =
Γπ→e+νe
Γπ→µ+νµ

=
m2
e

m2
µ

(
m2
π −m2

e

m2
π −m2

µ

)2 (2.15)

which is simply a ratio of masses.
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2.2.2 Helicity suppression

If we substitute the masses in eq.2.15 with their latest PDG values, we get
[57]:

Rπ0 = 1.28336(2)× 10−4 (2.16)

where the error reflects the uncertainty on the masses. Rπ0 is a small number
because of the muon’s larger mass in the factorized term m2

e/m
2
µ in eq.2.15.

However, at first sight it is a surprising result since from phase-space con-
siderations the electronic decay should be favoured over the muonic one.
This result is in fact a direct consequence of the 1

2(1− γ5) term discussed at
the beginning of this section (see eq.2.5). This term selects the left-handed
component of massless particles and right-handed components of massless
anti-particles. In the case of π+ → e+νe decay, the electronic neutrino νe
(assumed to be massless) must be left-handed which means that the direc-
tion of its momentum and spin must be anti-parallel. Since the pion has spin
0, from angular-momentum conservation, the positron must be left-handed
as well, as illustrated in Fig.2.2. Since the positron is not exactly massless
the decay is allowed but is “helicity suppressed” by a factor inversely pro-
portional to its mass. For the muon, the same argument applies but since
its mass is 200 times larger than the positron mass, the suppression is much
smaller and therefore the π+ → µ+νµ decay is favoured over the π+ → e+νe
decay.

!
!+ "ee+

Se S"
pe p� "

Figure 2.2: Schematic illustration of the helicity suppressed π+ → e+νe
decay.

2.2.3 Lepton universality

It is important here to comment on the step between eq.2.8 and eq.2.10.
There we have assumed a point-like Fermi interaction and included the W-
lepton coupling inside the Fermi coupling constant. This is valid until eq.2.14
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but as soon as the branching ratio is calculated another assumption has to be
made to write eq.2.15. Namely, that the electron and muon couplings to the
W+ boson are the same. This assumption is actually embedded in the SM
under the name “lepton universality”. This property of the SM states that
the coupling between leptons and gauge bosons is the same for all charged
leptons. It is a strong cornerstone of the theory since a “genuine” deviation
from universality would require new interactions in order to generate new
coupling constants for each charged lepton. Also, these couplings would have
to be “tuned” to agree with the experimentally measured ratio of couplings
which is to-date consistent with 1. However, new physics could also reveal
itself through an “apparent” deviation from universality if the branching
ratio is considered as

Rπexp = (
ge
gµ

)2RπSM (2.17)

where ge and gµ are respectively the coupling of the W+ boson to the elec-
tron and muon. We will discuss the effect of “New Physics” on the branching
ratio in more detail in §2.4.
The universality of the charged lepton’s couplings to the W bosons has been
tested in many decays. Table 2.3 presents the current experimental status.

Despite the much larger uncertainty in the τ mass compared to the µ and
π masses, the BABAR experiment at SLAC has improved the precision of
µ−e universality test through the measurement of the τ− → µ−ν̄µντ/τ

− →
e−ν̄eντ branching ratio. However, it is followed closely by the average of the
last pion branching ratio experiments which should be improved by at least
a factor 5 when the final results from both PIENU and PEN experiments
become available.
It also worth mentioning that the τ and π decay experiments are testing
different parts of the weak interaction. Indeed, we discussed previously that
the pion being a pseudoscalar particle, its decay is only sensitive to the axial
part of the V-A interaction while the tau is sensitive to both vector and axial
parts. Therefore the two experiments are complementary for a comprehen-
sive test of lepton universality.

To quantify the current bounds, the couplings to the W boson can be as-
sumed to be flavour dependent with ε quantifying the deviation from the
universal coupling constant [62].

L =
∑

l=e,µ,τ

gl√
2
W+
µ ν̄lγ

µ(
1− γ5

2
)l− + h.c. (2.18)
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Table 2.3: Experimental results on lepton universality tests (unless other-
wise stated, numbers are taken from [58]).

Decay mode (gµ/ge)
2

Bτ→µ/Bτ→e 1.0018± 0.0014a [59]
Bπ→µ/Bπ→e 1.0021± 0.0016b

BK→µ/BK→e 0.996± 0.005c [60]
BK→πµ/BK→πe 1.002± 0.002
BW→µ/BW→e 0.997± 0.010

(gτ/gµ)2

Bτ→eτµ/ττ 1.0006± 0.0022
Γτ→π/Γπ→µ 0.9909± 0.0038a

Γτ→K/ΓK→µ 0.9813± 0.0095a

BW→τ/BW→µ 1.039± 0.013

(gτ/ge)
2

Bτ→µτµ/ττ 1.0005± 0.0023
BW→τ/BW→e 1.036± 0.014

a includes last results from BABAR: respectively (gµ/ge)
2 = 1.0036±00020,

(gτ/gµ)2τ→π = 0.9859± 0057, (gτ/gµ)2τ→K = 0.9836± 0087 [61].
b This is based on the average of the three last pion branching ratio mea-

surements.
c This is based on the last NA62 result [60].

gl = g(1− εl
2

) (2.19)

A global fit on available data can then be performed to extract the con-
straint on ε. The result of the fit is shown in Fig.2.3. The results from the
PIENU and PEN experiments are expected to greatly improve those bounds.

Neutral current lepton universality has also been tested in the measurements
of the partial decay width of the Z boson to pairs of leptons in experiments
at LEP and SLAC. In this case, the neutral current is:

J µNC = − ig

cos θW
l̄γµ(

vl − alγ5

2
)l (2.20)

where l denotes decay leptons. Universality in the neutral sector is tested
by extracting vl and al for each lepton generation.
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Current Status:

Tatsu Takeuchi, Melbourne, June 2, 2008 – p.13/23

Figure 2.3: Experimental bounds as of 2008 on ge and gµ deviation from
universality [62]. The green dotted and dashed line shows the constraint
from the measurement of τ , K and π branching ratio. The red dashed line
indicates the constraints from τ and µ lifetime measurements. The Tevatron
(based on partial results from CDF and DØ experiments) and LEP2 bounds
show constraints from W decay measurements.
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A very complete (but slightly outdated in terms of experimental results)
theoretical review of lepton universality in the neutral and charged weak
interaction can be found in [63].

To conclude this section, it should be noted that due to the difference in
the mass and weak eigenstates in the quark sector, the physical coupling of
quarks to the W boson is modified by the CKM parameters mentioned in
§2.1.2. Therefore a Vud term must enter in the pion decay rate formula. In
eq.2.14 it is absorbed in the definition of fπ. The definition can be changed
to extract the CKM term:

Γπ→l+νl = G2mπf
2
π |Vud|2m2

l

8π
(1−

m2
l

m2
π

)2 (2.21)

However this term vanishes in the ratio Rπ0 which is the reason why the
pion branching ratio is one of the few electroweak observables that involve
hadrons and yet is precisely calculable. Indeed, the QCD effects like fπ or
lepton flavor independent QCD radiative corrections that could bring large
theoretical uncertainties cancel in the ratio. We will discuss in detail in §2.3
the corrections which contribute to the theoretical uncertainties at higher
orders.

2.2.4 Review of pion and muon decay modes

The pion has a lifetime of 26.033±0.005 ns [22] and decays most often into a
muon and a neutrino. The decay to a positron and a neutrino has a similar
branching ratio as the pion’s radiative decay to muon as shown in Table 2.4.
The muon decays with a lifetime of 2.197034 ± 0.000021 µs [22] into three
modes listed in Table 2.5.
Every decay whose branching ratio is smaller than 10−7 can be ignored at
our level of precision. This is the case of the three last decays listed in
Table 2.411. However, the PIENU calorimeter is sensitive to photons and
from Table 2.4 and 2.5, it can be seen that radiative processes in both muon
and pion decays have a relatively large branching ratio and must therefore
be taken into account in the calculation of the branching ratio. A detailed
discussion of the radiative corrections to Rπ0 follows in the next section.

11The decay π+ → e+νeν̄ν has a SM branching ratio of 10−16 which is totally negligible
at our level of precision.
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2.3. Radiative corrections

Table 2.4: Measured pion decay modes [22].

Decay mode Fraction (Γi/Γ)

π+ → µ+νµ (99.98770± 0.00004)%
π+ → µ+νµγ

a (2.00± 0.25)× 10−4

π+ → e+νe (1.230± 0.004)× 10−4

π+ → e+νeγ
b (7.39± 0.05)× 10−7

π+ → e+νeπ
0 (1.036± 0.006)× 10−8

π+ → e+νee
+e− (3.2± 0.5)× 10−9

π+ → e+νeνν̄ < 5× 10−6

a with a γ cut-off energy: Eγ > 1 MeV
b Eγ > 10 MeV

Table 2.5: Measured Muon decay modes [22].

Decay mode Fraction (Γi/Γ)

µ+ → e+νeν̄µ ≈ 100%
µ+ → e+νeν̄µγ

a (1.4± 0.4)%
µ+ → e+νeν̄µe

+e− (3.4± 0.4)× 10−5

a with a γ cut-off energy: Eγ >10 MeV

2.3 Radiative corrections

The observed branching ratio includes the effect of physical and virtual pho-
tons and therefore the knowledge of radiative corrections to the branching
ratio is esential to being able to compare precisely the theoretical and ex-
perimental branching ratio.
The Feynman diagrams of the radiative corrections due to the emission of
real photons are shown in Fig.2.4 a), those are referred as Inner Bremm-
strahlung photons (IBγ). Another contribution comes from the emission
and reabsorption of photons (ERγ) pictured in Fig.2.4 b). The contribution
of IBγ and ERγ to the branching ratio has been calculated by Kinoshita
[64] and Berman [65] assuming a point-like pion. They found that the rate
was dependent on an infra-red cut-off for photons of very low energy which
are emitted near the maximum electron energy. However, the amplitudes of
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Figure 2.4: Feynman diagrams of radiative contributions to the branching
ratio from: a) Inner Bremmstrahlung photons (IBγ). b) Emission and re-
absorption of virtual photons (ERγ).
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2.3. Radiative corrections

the infra-red divergences were equal and of opposite signs for IBγ and ERγ
and therefore vanished in the sum. An ultra-violet cut-off ΛUV also had to
be introduced in the calculation of the contribution from ERγ. If ΛUV is
assumed to be equal for π+ → e+νe and π+ → µ+νµ, then this divergence
cancels out in the branching ratio. Finally, the branching ratio with the
inclusion of IBγ and ERγ was found to be:

Rπ = Rπ0 × (1 + δ)(1 + ε) (2.22)

with δ = −3α

π
ln
mµ

me
(2.23)

and ε = −0.92
α

π
f (2.24)

These calculations were subsequently checked and confirmed in the general
framework of gauge theories, first by Goldman and Wilson [66] and then
by Marciano and Sirlin [67] who expanded the total pion decay rate in a
power series in ml and lnml (with l = e or µ) and proved that the dominant
ml dependent term (which therefore does not cancel in the branching ratio)
has a coefficient which is not affected by the strong interaction. They first
computed the contribution from ERγ to the leading lnml term including
the structure dependent ERγ correction (its amplitude is labeled ASD−ER
in Fig.2.5). They found out that the ERγ term is exactly cancelled by the
contribution from the interference term AI−IB between the structure de-
pendent (ASD−IB) and ordinary (AIB) IBγ. After adding the contribution
from ordinary IBγ depicted in Fig.2.4 a) they obtained an expression for the
dominant ml dependent correction term to the branching ratio and showed
that it is independent of strong interaction effects and can therefore be rigor-
ously computed. Their computation agreed with Kinoshita’s term in eq.2.23
that led to a correction of -3.929% to Rπ0 [57].

Following the general parametrization of the hadronic effects in [69] correc-
tions to Rπ can be written as the following series of terms [57]:

Rπ = Rπ0 ×
[
1 +

α

π

{
F (

me

mπ
)− F (

mµ

mπ
) +

m2
µ

m2
ρ

(c2 ln
m2
ρ

m2
µ

+ c3) + (2.25)

c4
m6
π

m2
em

4
ρ

}
+ c5

(α
π

ln
mµ

me

)2
+ ...

]
where F (x) is a rather convoluted function that can be found in eq.7b of
[69]. mρ = 0.768 GeV is the mass of the ρ particle chosen as a cut-off value
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Figure 2.5: Additional Feynman diagrams which contribute to the lead-
ing order QED correction to the branching ratio. ASD−ER represents the
amplitude of the structure dependent virtual correction and AI−IB is the
amplitude of the interference between the structure dependent and structure
independent Inner-Bremmstrahlung corrections [68].
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at which the long and short distance parts of the radiative corrections are
matched.
The term:

α

π

{
F (

me

mπ
)− F (

mµ

mπ
)
}

(2.26)

corresponds to Kinoshita’s and Marciano and Sirlin’s dominant correction
mentioned above which are the first order QED corrections to the decay of
a pointlike pion.
There are three other corrections of order O(α). The terms proportional to
m2
l are only significant for the muon decay mode because of helicity sup-

pression. The leading structure dependent virtual term (arising through the
first diagram in Fig.2.5) is proportional to c2 which was first calculated by
Terent’ev [70] and later confirmed by Marciano and Sirlin in [69] to be:

c2 = 3 +
2

3

(
1− 7

4
γ1

)( m2
ρ

4π2f2
π

)
' 3.1 (2.27)

where γ1
12 is the ratio of the axial and vector form factors in radiative

pion decay. The model dependent c3 term has been recently calculated
by Cirigliano and Rosel [71, 72] using Chiral Perturbation theory which
provides an expansion of the correction amplitudes in terms of the lepton
and meson masses and the electromagnetic coupling e. The authors made a
full calculation of the electromagnetic corrections down to O(e2p4) with the
following chiral power counting:

Rπ = Rπ0 × (1 + ∆e2p2 + ∆e2p4 + ∆e2p6 + ...) (2.28)

where the leading electromagnetic correction ∆e2p2 corresponds to the point-
like pion approximation. The model dependent c3 term is part of the ∆e2p4

term and was calculated using a matching procedure. The c3 term led
to a small correction in the branching ratio of -0.004(11)% which however
represents the leading uncertainty in the calculation. The result of their full
calculation is summarized in Table 2.6.
Going back to eq.2.25, the last O(α) term is the contribution from the pure
structure dependent bremsstrahlung (ASD−IB in Fig.2.5) which is unlike
the other corrections, not helicity suppressed and therefore potentially large
for the electronic decay. This term (which is O(e2p6) in the chiral power
counting) has been calculated to amount to a +0.073% correction13 to the
branching ratio [72].

12The subscript is to avoid confusion with the photon.
13This calculation also relies on γ1 mentioned above since both the vector and axial

currents contribute to this amplitude.
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2.4. Beyond the standard model

The next contributions are of order O(α2). The dominating correction is
proportional to (ln(mµ/me))

2 in analogy with the dominating correction of
the order O(α). This term (named ∆LL in Table 2.6) was calculated in [21]
to give a 0.054(10)% correction to the branching ratio.

Table 2.6: Summary of the electroweak corrections to Rπ0

Power counting Corrections (%) from [72]

∆e2p2 -3.929
∆e2p4 0.053±0.011
∆e2p6 0.073
∆LL 0.054 a

a The original correction in [72] is 0.055% but because of a shift in the pion’s
mass, it has become 0.054% [57].

An additional estimated uncertainty of ±0.01% [57] from the uncalculated
two loops O(α2 ln

mµ
me

) can be added to the uncertainty list.
After including all those radiative and structure dependant corrections to the
raw branching ratio and adding their respective uncertainties in quadrature,
one finds the following value for the branching ratio [57]:

Rπ = 1.2352(2)× 10−4 (2.29)

which is in agreement with the result from Cirigliano and Rosell : Rπ =
1.2352(1) × 10−4. The latter authors quote a smaller uncertainty because
they did not include the uncertainty from the uncalculated two loops term
in their result.
As already stated, such a level of precision in a hadronic decay is possible
because the strong interaction dynamics cancel out in the branching ratio
and the structure dependence appears only through electroweak corrections.
A deviation from this very precise result would be a definite sign of new
physics. Potential new physics that could affect this result will be the subject
of the next section.

2.4 Beyond the standard model

As briefly shown in §2.1.3, the SM has so far proved very successful in ex-
plaining experimental results but it is an incomplete theory. Several theories
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2.4. Beyond the standard model

predict that the effects of new physics should be present at the TeV scale
which is the energy scale being probed at the new Large Hadron Collider.
However, new physics that could be revealed at high energies could also
be observed by high precision low energy electroweak experiments, like the
PIENU experiment, which offer a complementary approach to the high en-
ergy frontier of colliders. Indeed, the effect from weak scale new physics, if
translated in terms of a deviation from the pion branching ratio, is expected
to be in the range ∆Rπe/µ/R

π
e/µ ∼ 10−4 − 10−2 [72]. Eq.2.29 shows that the

theoretical calculations within the SM framework for the pion branching ra-
tio has been pushed to the 10−4 precision. The final precision of the PIENU
experiment is expected to be at the 10−3 level which will enable to probe
part of the expected new physics phase-space.
The possible manifestations of new physics in the pion branching ratio are
manifold. We will briefly expose them in the following sections.

2.4.1 Neutrinos

Neutrinos in the Standard Model

Neutrinos are the most common particles in the universe (aside from the
unknown dark matter). They are a “special species” in the SM since they
are the only particles that interact solely through weak interaction. This
property led to a very early decoupling (around 1s after the Big Bang, i.e.
temperature ∼ 1 MeV) from the universe thermal bath leaving the neutri-
nos as mere observers of the later evolution of the universe while leaving a
profound impact on it [73]. They are also the only fermions in the SM to
be massless, which means that they exist in a single helicity state (νL and
ν̄R). This specificity has however been shown to be incorrect. Indeed, neu-
trinos were observed [74–76] to oscillate between different generations which
implies the existence of at least two finite neutrino masses. A consequence
is that the mass and weak eigenstates are distinct and can be related by a
3×3 matrix (called the UPMNS matrix), which should be unitary if there
exist only three types of neutrinos. The parameters of this matrix have
been (and are currently being) measured by solar, accelerator and nuclear
power plants neutrino oscillation experiments. The matrix has three mixing
angles and a phase that, if non-zero, would be a source of CP violation. The
amplitude of the oscillations are proportional to the mixing angles and the
frequency of the oscillations to the difference of mass squared. Therefore,
oscillation experiments are not sensitive to the absolute scale of the neu-
trino masses. However from direct measurement (endpoint measurement
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2.4. Beyond the standard model

of the β electron [77] or rate of neutrinoless double beta decay [78, 79]) it
is known that the neutrino masses are very small, probably of the order
of meV. Moreover, from cosmological constraints provided by the precise
WMAP data combined with photometric red-shift survey [80] the sum of
all neutrino masses should be less than 0.28 eV. This leads to the following
questions: “What is the mechanism responsible for neutrino’s masses?” and
“What extension of the SM is necessary to include those masses”. The an-
swer to those questions is strongly linked to the nature of neutrinos: are they
Majorana (the same as their antiparticle) or Dirac particles? If Dirac parti-
cles, a singlet right-handed neutrino state could be included to the SM and
the neutrino masses would be generated by the coupling to the “standard
Higgs”. However a mechanism would be needed to explain the suppression
of the neutrino’s Yukawa couplings. If the neutrinos are Majorana-type, the
smallness of the observed masses of the three types of neutrinos could be ex-
plained by the see-saw mechanism. The neutrino masses would be inversely
proportional to right handed neutrino masses which would be similar to the
scale where lepton number non-conservation occurs (the existence of Majo-
rana neutrinos requires the violation of this SM conserved number): mνR ∼
mGUT ∼ 1014 − 1015 GeV.
In any case, extensions of the SM to include new flavour structures is re-
quired to account for neutrino oscillations. The next paragraph will briefly
describe the sensitivity of the PIENU experiment to the existence of heavier
neutrino types.

Massive neutrinos in π+ → e+νe decays

The PIENU experiment can be sensitive to the existence of massive neutrinos
in two ways; either through universality test (i.e. massive neutrinos would
affect the branching ratio due to a change in the phase space and because the
equality of the weak interaction couplings to muon and positron is violated
by neutrino mixing angles) or through a direct peak search in the π+ → e+νe
spectrum. This latter option will be discussed in more detail in Chapter 8.
However we can note here that from kinematics the π+ → e+νe decay is sen-
sitive to massive neutrinos in the limited mass range 0 MeV/c2-130 MeV/c2

which is many orders of magnitude lower than the GUT scale neutrino men-
tioned above. However, the existence of electroweak scale heavy Majorana
neutrinos is being foreseen by many extensions of the SM [81, 82]. Gelmini
et al. [83] pointed out that bounds from precision experiments on the mixing
of MeV scale sterile neutrinos with active neutrinos are much more stringent
than cosmological bounds in particular cosmological scenarios. In the light
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2.4. Beyond the standard model

of the recent MiniBooNE oscillation result which seems to be inconsistent
with the assumption of three generations of neutrinos [84] we should also
note that the measurement of the π+ → e+νe branching ratio can, as well,
set limits on the parameters of the PMNS matrix for a fourth generation of
neutrinos [85].

Massive neutrinos in µ+ → e+νeν̄µ decays

A recent paper [86] claims that the puzzles from LSND, KARMEN and
MiniBooNE experiments could be explained by the existence of a massive
sterile neutrino with a mass in the range 40 to 80 MeV which would be in
the PIENU detectable range. A search for such events in the data already
collected is underway.

2.4.2 New pseudo-scalar interactions

If we go back to eq.2.8, the term 〈0|V − A |π〉 can in theory be replaced
by 〈0| O |π〉 where O can be a scalar (S), pseudo-scalar (P), vector (V)
or axial-vector (A) term. However, since the matrix element connects the
pseudo-scalar pion to the scalar vacuum, there can only be A or P terms. A
general relation for the pseudo-scalar current term would be [87]:

〈0| ūγ5d |π〉 = i
√

2fπP = i
√

2
fπm

2
π

mu +md
(2.30)

with the pseudo-scalar four-fermi contact operator being:

LP = −i ρ

2Λ2

[
l̄(1− γ5)νl

][
ūγ5d

]
(2.31)

where ρ is the pseudo-scalar coupling constant and Λ the mass scale of the
new pseudo-scalar mediator. Using eq.2.30 we get the pseudo-scalar matrix
element:

MP = ρ
fπP√
2Λ2

[
l̄(1− γ5)νl

]
(2.32)

The overall matrix element would be the coherent sum of the new pseudo-
scalar and the “familiar” axial term of eq.2.12. The largest contribution
would come from the interference between those two terms which is propor-
tional to 1/Λ2. Ignoring small contributions from π → µνµ decay in the
presence of pseudo-scalar interactions and assuming a coupling similar to
the weak coupling, the deviation of the new branching ratio from the SM
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prediction can be parameterized as:

1− RExp

RSM
∼ ±
√

2π

G

1

Λ2

m2
π

me(md +mu)
∼ (

1TeV

ΛeP
)2 × 103 (2.33)

Considering the planned PIENU precision of 0.1%, the experiment could be
potentially sensitive to pseudo-scalar mass scales Λ of up to 1000 TeV which
is well beyond the reach of colliders. Of course, the energy probed is directly
dependent on the couplings and on the actual mechanism that produces the
pseudo-scalar current. We can consider several mediators of pseudo-scalar
interactions [88]:

• Leptoquarks

• loop diagrams involving SUSY particles

• charged Higgs bosons

Leptoquarks

Leptoquarks (LQ) are hypothetical particles carrying both baryon and lep-
ton number. They are natural in extensions of the SM that consider the
similarities between leptons and quarks (see the discussion in §2.1.3) like
the Pati-Salam model and grand unification theories based on SU(5) or
SO(10) as well as some R-parity violation SUSY and technicolour models
[89].
Leptoquark can be considered to couple to both left- and right-handed lep-
tons (quarks) simultaneously. Such LQ states are called non-chiral while
LQs which couple only to left- or right- handed quarks are called chiral lep-
toquarks. The current bound on non-chirally coupled LQs imposed by the
π+ → e+νe decay is very strong. The bound on the mass (M2

LQ) and the

couplings (gR and gL) of the leptoquarks is indeed: M2
LQ/gLgR ≥ (100TeV)2

[90]. Even if chiral coupling is required, pion decay can potentially still bring
stringent constraints. For example, for scalar leptoquarks in a singlet rep-
resentation, if one assumes a coupling similar to the strong coupling, the
bound from the pion branching ratio is MLQ/g ≥ 12 TeV [91]. A complete
listing of the bounds on scalar and vector leptoquark representations from
the pion branching ratio can be found in [92]. In comparison, the latest re-
sults from the ATLAS and CMS experiments set a limit on first generation
scalar leptoquarks masses of MLQ ∼600 GeV14 [93, 94].

14At the LHC, leptoquarks would be predominantly pair-produced with a cross section
that depends on the strong coupling constant but is nearly independent of the leptoquark
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SUSY particles

The contributions from R-parity conserving processes to the pion branching
ratio tend either to be too small to be visible at the expected experimen-
tal uncertainties [95] or require “unnaturally” large splitting between the
masses of the left-handed sleptons [96] making the pion branching ratio a
non-favoured probe of the supersymmetric spectrum. However corrections
from R-parity-violating (RPV) processes with violation of lepton number
conservation (∆L = 1) would arise at the tree level and could therefore be
detectable with the current foreseen precision or, if not detected, interesting
new bounds for those processes could be achieved. Contribution to Rπ from
RPV interactions can be written as [96]:

∆RRPVπ

RSMπ
= 2(∆′11k −∆′21k) (2.34)

∆′i1k(f̃) =
λ′i1k

4
√

2Gm2
f̃

i = 1, 2 (2.35)

where λ′11k and λ′21k are the coefficients of the RPV interaction for respec-
tively the decay to an electron and the muonic decay. mf̃ is the mass of the

exchanged sfermion (f̃k) and G is the Fermi constant. The values of λ′ijk
are constrained by existing electroweak precision experiments. The authors
of [96] performed a fit on the result of those experiments and extracted the

bounds on the ∆′1jk(f̃) shown in Fig.2.6. From this plot we can see that

the current bound on those parameters, especially ∆′21jk(f̃) are not strong
and can be substantially improved by the PIENU experiment. Indeed, with
the foreseen PIENU experiment precision, a ∆RRPVπ with a 5 σ deviation
from zero could be detected [96]. The detection of RPV interactions would
have profound implications on neutrino physics and cosmology as it would
induce Majorana mass terms for the neutrino [98] and would disfavour the
lightest SUSY particle as a good dark matter candidate15.

couplings. This cross section depends on the mass of the leptoquark and has been calcu-
lated at the next-to-leading-order in QCD. Therefore, direct limits on leptoquark masses
can be obtained.

15Although RPV means that the lightest SUSY particle would decay, it does not directly
imply that it cannot be a candidate for dark matter since the coupling for the decay to
SM particles could be very weak.
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Figure 2.6: Present 95% C.L. constraints on RPV parameters ∆′11k and
∆′21k that enter Rπ obtained from a fit to precision electroweak observables
[96]. The dark blue (dark gray) contour shows the current constraints on
those parameters (interior is allowed region). The dashed red (gray) shows
the contour adding the future expected experimental precision (0.1%) from
the PIENU experiment, assuming the same central value. The light green
(light gray) curve indicates prospective impact of a future measurement of
the proton weak charge at Jefferson Lab [97].
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Charged Higgs

If we consider a charged Higgs boson with coupling g/2
√

2λud to the pseu-
doscalar current and g/2

√
2λlν to the leptonic current l̄(1 − γ5)νl, we can

parametrize a deviation from the experimentally measured branching ratio
in terms of those new λud and λlν couplings [57]:

1− RExp

RSM
=

2m2
π

me(mu +md)

m2
W

mH±
λud(λeν −

me

mµ
λµν) (2.36)

If we suppose lepton universality for those couplings (as for the SM Higgs),
i.e λeν/λµν = me/mµ, the term inside the bracket in eq.2.36 vanishes and
therefore no constraints to this model can be provided by the pion branching
ratio. However, such a chiral relationship is not required. If we assume
couplings at the loop level (λeν ∼ λµν ∼ λud ∼ α/π), a measurement of the
pion branching ratio at the 0.1% level would reach MH± ∼ 400 GeV [57].

2.4.3 New scalar interactions

As already discussed, the branching ratio is in principle insensitive to addi-
tional scalar currents. However, the pion can decay through induced pseu-
doscalar interactions generated from the electroweak renormalization (i.e.
loop effects) of the scalar couplings. For high mass scales (above 200 GeV)
the indirect constraint on scalar currents from the pion branching ratio can
be orders of magnitude better than direct searches in β decays [87].

2.4.4 Conclusions

We have seen that the measurement of the pion branching ratio at the 0.1%
level precision can put interesting new bounds on a number of BSM scenar-
ios which include new non-chiral scalar interactions. If we go back to the
important open questions listed in §2.1.3, we can see that PIENU could shed
some light on the first two items. Indeed, the origin of ν mass or possibly
the nature of dark matter can be constrained by the search for sterile and
massive neutrinos on the π+ → e+νe spectrum. Some parameter space of
the Supersymmetric model designed in particular to provide answers to the
problem of the Higgs stabilization, can be probed by a precise measurement
of the pion branching ratio. A detection of R-Parity-Violating interactions
would also bring new insights on the nature of dark matter and the neu-
trino’s mass.
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Chapter 3

Description of the
Experiment

And now for something completely different

Monty Python

In this chapter, the beamline, the experimental apparatus and the data
acquisition system will be described.

3.1 The M13 beamline

The TRIUMF cyclotron delivers a 500 MeV proton beam with an intensity
of about 120 µA. The proton bunches of about 4 ns width hit the BL1A-
T1 production target located in the Meson Hall every 43 ns. The resulting
positively charged pion beam is directed to the M13 area where the PIENU
experiment is located. The M13 beamline is a low energy (0-130 MeV/c)
muon and pion beamline [99]. It was modified to fulfill the requirements of
the PIENU experiment which needed a background in beam particles about
100 times lower than what the M13 beamline was providing. Especially,
because the PIENU detector is facing the beam, positrons (1/4 of the rate
of pions) in the beam could mimic real decay positrons and increase the de-
tector rates, trigger rates and the background in the π+ → e+νe spectrum.
The layout of the M13 beam channel as well as the extension built to sup-
press the positron contamination in the pion beam is shown in Fig.3.1.
Fig.3.2 and Fig.3.3 show pictures of the M13 area before and after the beam-
line extension installation.
The beamline takes off from the primary proton beam (labeled BL1A in
Fig.3.1) at an angle of 135° from the 1-cm thick Beryllium production target
(BL1A-T1 ). Prior to the extension, the beamline consisted of 2 dipole mag-
nets (B1 magnet: -60° and B2 magnet16: +60°) and a series of quadrupole

16To avoid confusion with the beam scintillator counters, italics are used for the beamline
components.
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magnets (Q1-Q2, Q3-Q4-Q5 and Q6-Q7) to collect pions and focus the beam
[1]. F1, F2 and F3 indicate the 3 foci before the beamline extension. F4 is
the last focus at the end of the extension which is the location of the PIENU
target counter.

vacuum valve
beam blocker

horizontal slit (F1SL)

absorber
vertical jaw (F1JA)

horizontal slit (F2SL)

vertical jaw (F2JA)

horizontal slit (F0SL) & 
vertical jaws (F0JA)

collimator

z

x

Figure 3.1: M13 beam channel with the extension built in 2008

Prior to the new beamline construction, tests were performed to determine
the beam quality and its particle content. These tests were intended to verify
the Monte Carlo calculations done with a beam transport program called
REVMOC [100] used to design the beamline extension [101]. At F3, the
NaI(Tl) calorimeter (described in §3.2.5) was placed to measure the energy
of the particles and a plastic scintillator gave the energy and time informa-
tion necessary to discriminate the particles with their time of flight (TOF).
Fig.3.2 shows a picture of the test setup.
After traversing a degrader (1.45 mm thick Lucite absorber) placed near
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Figure 3.2: Test of the particle separa-
tion technique prior to the installation
of the beamline extension.

Figure 3.3: The experimental area af-
ter the beamline extension installa-
tion.

F1, the pions and positrons energy loss difference is large enough to ob-
tain a clear particle separation at F3 as shown in Fig.3.4. A collimator
(5 cm-thick lead bricks with a 3 cm square hole) can then be placed at this
position to suppress the displaced positrons and redefine the pion image.
After the collimator, the small momentum tail of the positron beam due to
different energy loss processes results in the presence of some positrons at
the pion spot. The contamination was however measured to be of the order
of 0.5% at the location of the collimator (it is 2% at the location of the
target counter due to pion decay-in-flight and collimation) which is almost
a factor 100 smaller than without the absorber/collimator system.
After the collimator, the pion beam is directed toward the PIENU detec-
tor by a dipole magnet (B3 magnet: -70°) and refocused by a triplet of
quadrupoles (Q8-Q9-Q10) placed after B3. A large 20 cm-thick steel wall
isolates the location of the collimator from the detector, allowing better
shielding from the γ-rays emitted by the stopped positrons in the collima-
tor. The total length of the extension between F3 and F4 is 4.5 m (in
comparison, the distance between BL1A-T1 and F3 is approximately 10 m)
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3.1. The M13 beamline

which results in a pion intensity loss due to decays-in-flight.

Figure 3.4: Pion, muon and positron position distributions transverse to the
beam (see Fig.3.1 for coordinates) at F3. The solid lines are fitted Gaussian
curves for pions and positrons.

3.1.1 Beamline momentum calibration

Due to the uncertainties in the dipole magnets’ fringe field it is difficult to
obtain an absolute beam momentum calibration. Usually, the endpoint of
the positron energy spectrum from µ+ → e+νν̄ decay in the production
target (Michel edge) and the energy peak of muons from π+ → µ+ν decay
at the surface of the production target (surface muons) are used to calibrate
the beamline [102]. To obtain an additional calibration point we performed
a measurement of π+ → e+νe decays in the production target (BL1A-T1 )
which gave a clear calibration peak at 69.8 MeV/c [1]. With those measure-
ments we estimate the uncertainty of our beamline calibration to be around
1%.
The beam momentum bite is restricted to 1.5% FWHM using the SL1 slits
which are located directly downstream of the B1 magnet. However, after
the degrader the momentum bite is slightly worsened and a small dispersion
of the beam is introduced which has a noticeable effect on the pion stopping
distribution in the target.
Studies were performed to find the best combination of slit openings which
minimized scattering and optimized the beam rate in our target.
Tuning of the quadrupoles upstream and downstream of B3 was done to
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3.1. The M13 beamline

minimize the steering and place the beam close to the centre of our target
detector. The control and monitoring of the beamline was done through
EPICS [103].

3.1.2 Particle and magnetic background

The level of neutral (neutrons and γ rays) background in the experimen-
tal area was also measured to determine the location of additional shielding
blocks. Simulation of the beamline with G4beamline software [104] was done
to evaluate the effect of different slit materials as well as to determine the
location of the shielding blocks17. Fig.3.5 shows a picture of the simulated
beamline and the showers produced by the SL1 slits. The location of the de-
tector in the experimental area was chosen to minimize the level of neutrons
emitted from the production target. The level of neutral particles hitting the
detector and contributing to the neutral pileup is about five times smaller
than for the E248 experiment.

Figure 3.5: G4beamline simulation of the M13 beamline. The colored rays
indicate the trajectories of the background particles produced in the beam-
line material.

17The red steel wall seen in Fig.3.3 was found to be necessary through these studies. It
shields the detector apparatus from the showers caused by the stopped positrons in the
collimator.
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3.2. The detector

In order to measure the response function of the calorimeter18, the detector
needs to be rotated around the beam axis and the vertical axis (Y axis in
our reference frame). Since a PMT gain change with the rotation was ob-
served in the E248 experiment, a measurement of the magnetic field in the
experimental area and the effect of rotation on the PMT’s gain was done and
helped determine the appropriate magnetic shielding for every type of PMT
used. The vertical component of the cyclotron fringe field was measured to
be ∼1.5 Gauss at the location of the detector. The horizontal components
were smaller than 1 Gauss.

3.2 The detector

3.2.1 Overview

When exiting the beam pipe window the positively charged pions, with a
momentum of 75 MeV/c, pass through a set of wire chamber planes that
provide the beam profile. The beam is then degraded by two plastic scin-
tillator counters, B1 and B2. Before stopping in the target, an 8 mm-thick
plastic scintillator, the pions go through four planes of silicon-strip detectors.
Another two planes of silicon-strip detectors are placed directly downstream
of the target followed by a plastic scintillator counter (T1), an acceptance
defining wire chamber (WC3) and another plastic scintillator counter (T2).
T2 is covering almost the entire front surface of a large, 19 radiation-length-
long crystal of NaI(Tl) which measures the energy of the decay positrons.
Two rings of active material made of 97 crystals of pure CsI surround the
NaI(Tl) crystal to contain the electromagnetic shower. A diagram of the
experimental set-up is shown in Fig.3.6 and the physical dimensions of all
the counters are presented in Table 3.1.

18This is important for the tail analysis, see §5.1
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Table 3.1: Active sizes of the all the PIENU detectors. The numbers in
parentheses represent the radii of round or annular counters.

Name X(R-in) Y(R-out) Z/counter rotation PMTs
[mm] [mm] [mm] [° ] /counter

Plastic Scintillators

B1 100 100 6.604 x 4
B2 45 45 3.07 x 4
target (Tg) 70 70 8.05 45 4
T1 80 80 3.04 45 4
T2 (0) (171.45) 6.6 x 4
V1 (40) (52) 3.175 x 1
V2 (107.95) (150.65) 6.35 x 1
V3 (177.8) (241.3) 6.35 x 1

Wire Chambers

WC1 and WC2 19 (0) (96) 4.0 0,±120 x
WC3 (0) (230.4) 4.0 0,±120 x

Silicon Detector

S1, S2 and S3 61 61 0.285 x x

Scintillating Crystals

NaI (0) (480) 480 x 19
CsI 20 85 90 250 x 1

3.2.2 Plastic scintillators

In Fig.3.6 the plastic scintillators are indicated in dark blue. They are all
machined from Bicron BC-408 (polyvinyltolulene) scintillator. There are
two square beam counters (B1 and B2) in front of the target which restrict
the beam acceptance (B2 is smaller than the target), and define the pion
timing. The energy deposited in those counters is used for particle identifi-
cation. The target is followed by two telescope counters (T1 and T2). T1
defines the positron timing. The target and T1 counters are rotated with

19Sizes indicate the active area of a single plane. One chamber is made of three planes.
20Sizes are for a single crystal. Since the CsI crystals have a complex shape, see Fig.3.15,

x and y sizes are approximate. The complete CsI assembly is made of 97 crystals. The
arrangement of these crystals is detailed in §3.2.6 and pictured in Fig.6.5.
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3.2. The detector

respect to B1 and B2 counters by an angle of 45° around the beam axis.
The T2 counter is a round acceptance-defining detector placed directly on
the front face of the NaI(Tl) detector. After the target it is important to
have a compact assembly to minimize the positron scattering. Since the T2
counter is sandwiched between the WC3 and the NaI(Tl), there was only a
very limited space available for its read-out which is done by wavelength-
shifting fibres.
There are also three veto counters (V1-V3) covering respectively the flanges
of the WC1-2 assembly, WC3 and the NaI(Tl) crystal. All plastic scintilla-
tors (except the veto counters) are read with four PMTs. Table 3.2 shows
the number and types of PMT used for each detector.

Table 3.2: Readout scheme of the plastic scintillators PMTs

PMT type B1 B2 target T1 T2 V1 V2 V3

H3178-51 1.5 in. Hamamatsu 4

83112-511 1 in. Burle 4 4

XP2262B 2 in. Photonis 4

H3165-10 13 mm Hamamatsu 4 1 1

H3164-10 10.5 mm Hamamatsu 1

3.2.3 Wire chambers

In Fig.3.6, the multi-wire proportional chambers are indicated in green.
Each wire chamber consists of three wire planes which are rotated by an
angle of 120° with respect to each other to form an X-U-V assembly. Fig.3.7
is a schematic cross-sectional drawing of a wire chamber plane. Each sensi-
tive wire is connected to a multi-hit TDC channel (see §3.4.1) which records
the time of the hit after pre-amplifiers and discriminators. The efficiency of
every plane is higher than 99% for beam positrons. The chambers are filled
with a CF4-Isobutane mixture (80% - 20%) at atmospheric pressure.

Beam wire chambers (WC1 & WC2)

The beam wire chambers are the first detectors seen by the beam. They are
placed directly downstream of the 2 mil stainless steel vacuum window foil.
WC1 and 2 (6 planes) are mounted together onto the beam pipe as seen on
Fig.3.9. They provide position and angle information for the incoming pion
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Figure 3.7: Schematic of a wire chamber plane.

beam (see §3.2.7 for a detailed description of the tracking detectors). Each
wire plane has 120 wires grouped by three. Each group is connected to a
read-out pad. The number of read-out channels is therefore 40 per plane
and the effective wire read-out is 2.4 mm. The total active diameter of WC1
and WC2 is �=10.6 cm. Fig.3.8 shows a picture of a beam wire chamber
plane with its preamplifier board.

Decay positron wire chamber (WC3)

The third wire chamber is part of the tracking devices for decay positrons.
It is mounted on the flange of the NaI(Tl) crystal enclosure as seen in
Fig.3.10. It measures the position of the decay positrons at the entrance
of the calorimeter and defines the acceptance (see §3.2.7 for a detailed de-
scription of the tracking detectors). Each plane has 96 wires. However,
wires are connected together by pairs on the same pad which reduces the
number of channels to 48 with an effective read-out pitch of 4.8 mm. The
active diameter of WC3 is �=23.04 cm.

3.2.4 Silicon detectors

In Fig.3.6 the silicon detectors are indicated in orange. There are three
sets of silicon detectors (S1, S2 and S3). Each set consists of two identical
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3.2. The detector

Figure 3.8: A beam wire chamber
plane and its preamplifier board.

Figure 3.9: Wire Chamber 1 and
2 installed on the beam pipe.

hybrids fixed back to back with perpendicular orientation of the strips (to
measure X and Y coordinates). S1 and S2 are both placed immediately
upstream of the target while S3 is placed immediately downstream of it to
provide the most accurate position and angle information in the target of
the incoming pion and the outgoing positron respectively (see §3.2.7 for a
detailed description of the tracking detectors). Fig.3.11 shows the first two
silicon strip detectors (4 planes).
A plane of silicon detector has an active volume of 61 mm×61 mm×285 µm.
The Si sensor is a single sided AC-coupled micro-strip detector of the same
type as the ones used in the ATLAS central tracker [105]. In the original
design each strip has a pitch of 80 µm but since the required resolution
for the PIENU experiment was of the order of 300 µm the design has been
modified to bind four silicon strips to one read-out line. For further reduction
of readout channels the lines are interconnected with capacitors and only
every fourth line is connected to an amplifier as shown in Fig.3.12. A total
of 48 channels per silicon plane (288 channels in total) are read out. The
capacitive network forms a charge division line where the reconstruction of
the ionization amplitude and position is made by proper weighting of the
two or three channels that typically fire during an event.
In order to reduce the data size, a hardware threshold is set to suppress the
channels which have no hit. Because of the noise level in these detectors, the
threshold is set too high to be able to detect beam positrons in S1 and S2.
However, S3 has a lower threshold to make sure that the detection efficiency
for decay positrons is higher than 99%.
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3.2. The detector

Figure 3.10: The WC3 mounted onto the flange of the NaI(Tl) crystal en-
closure.

Figure 3.11: S1 and S2 assembly mounted on their support structure.
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The signals of all channels are read out by 60 MHz ADCs, see §3.4.1.
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Figure 3.12: Schematic drawing of the silicon readout scheme.

3.2.5 NaI calorimeter

In Fig.3.6, the NaI(Tl) calorimeter is indicated in light blue. This detector
is a single crystal of Thallium-doped NaI (in the rest of the thesis “NaI”
will be used in place of “NaI(Tl)”) borrowed from BNL where it was used
by the LEGS collaboration [106, 107].
The crystal is enclosed in a 3 mm thick21 aluminium enclosure which has 19
circular quartz windows at the rear end, Fig.3.13. Each window is viewed by
a 3 inch diameter Hamamatsu R1911 PMT (with the exception of the centre
PMT which is of type R1911-07) which is surrounded by a µ-metal shield
to reduce the impact of the magnetic field on the PMT gain. The bases of
the phototubes were modified to allow the last two dynodes to have a fixed
voltage (∼ ×0.21 and ×0.37 of the high voltage applied to the resistor chain)
instead of getting their voltage from the resistor chain. This modification

21the aluminium front face of the NaI is only 0.5 mm thick to minimize the amount of
material on the positron path.
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was needed to improve the performance at high count rates in the BNL ex-
periment. This setup requires the use of 57 high voltage channels, instead
of just 19 channels. Two tube (tube 2 and 4) bases have been restored to
be powered with one high voltage unit and no difference was found in the
gain between those and the modified bases at the typical count rates of the
PIENU experiment.
The surface of the crystal is covered with a reflective material. An optical
simulation was performed with the software Detect2000 [108] to study the
dependence of the energy deposited in the crystal on the entrance location
of the particle in the NaI. The results showed that the light emitted by the
crystal is uniformly reflected [109]. Therefore, a similar amount of light is
seen by every photo-tube independent of the entrance position of the ioniz-
ing particle in the front face of the NaI crystal. This was confirmed within
2% accuracy by bench tests using a positron source (22Na) [110].

Figure 3.13: View of the NaI crys-
tal from the back side on the test
bench.

Figure 3.14: The NaI crystal sur-
rounded by the 97 crystals of CsI
arranged in two layers.

3.2.6 CsI calorimeter

In Fig.3.6 the CsI ring is indicated in red. On loan from BNL, this detector
consists of 97 pure (undoped) CsI pentagonal crystals (Fig.3.15) of 25 cm in
length (13.5 radiation length) and about 9 radiation length radially, arranged
in two concentric layers around the NaI detector as can be seen on Fig.3.14.
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3.2. The detector

Each of the two layers are divided22 in an upstream and downstream part,
making a total of 4 rings [111]. The shapes and locations of the individual
crystals was added in the MC as can be visualized in Fig.6.5. Each crystal
is read out by a fine-meshed, 3 inch diameter Hamamatsu R5543 PMT
[112] which was designed to operate in high magnetic fields23. Before being
brought to TRIUMF, the crystals and their PMTs were used in the endcap
photon-veto detector in the E949 experiment at BNL. Each crystal has a
built-in YAlO3:Ce245Am source [113] which produces light pulses (∼8 MeV)
at a rate of ∼50 Hz with wavelength and pulse width similar to the CsI
scintillation to monitor the crystal’s light output and the PMT’s gain. Each
crystal is also connected via a quartz fiber to the output of a Xe lamp
pulser, which flashes twice a second during data taking [114]. This Xe
lamp monitoring system traces the changes in the CsI PMT’s gains only.
Therefore, a comparison between the YAlO and Xe-lamp monitoring gives
access to the evolution of the crystal’s light collection efficiency. The stability
of the Xe lamp was measured to be ∼1%.
Seven reference PMTs of the same types as the ones used for the calorimeter
are enclosed in an incubator maintained at a constant temperature of 24.0°C
and placed next to the location of the detector. The Xe-flash-lamp is also
enclosed in an identical incubator but is maintained further away from the
detector due to the noise its power supply induces in the counters. The
Xe-lamp is connected to the reference PMTs through the same system as
it is to the CsI crystals so that any changes in the Xe-lamp output can be
traced back by the reference PMTs.
The CsI crystals are constantly flushed by dry Nitrogen gas from a liquid
Nitrogen dewar to keep the humidity level as low as possible.

3.2.7 Detector assembly and performance

Fig.3.16 shows the CAD drawing of the complete PIENU detector assembly
and a picture of the setup in the experimental area.
The PIENU detector is divided into two sub-detectors called PIENU-I and
PIENU-II. PIENU-I consists of the beam assembly (beam WCs, B1, B2,
S1 and S2), the target and part of the telescope assembly (namely S3 and
T1). T2, WC3 and the crystals form the PIENU-II assembly. PIENU-II

22Since there is an odd number of crystals, there are 46 crystals in the upstream part
and 47 in the downstream part.

23The components of the magnetic background in the M13 area are at maximum of 2
Gauss at the location of the detector. It is well within the operational specifications of
those PMTs.

52



3.2. The detector

Figure 3.15: Picture of one of the CsI crystal.

is enclosed in a steel cylinder which forms the housing for the CsI crys-
tals and also provides magnetic and radiation shielding. PIENU-II can be
independently moved from PIENU-I.
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Figure 3.16: CAD drawing of the PIENU detector and picture of the detector setup (the physicist providing the
scale).
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Detector enclosure

During the 2009 data-taking run, temperature variations in the experimental
hall noticeably affected the quality of the data taken. Not only the electron-
ics but also the crystals’ response were affected. To reduce the amplitude
of this effect to a negligible level a temperature-controlled enclosure was
built before the 2010 beam time period around the entire detector as seen
in Fig.3.17. The temperature was maintained at 20°C with a fluctuation
smaller than ± 0.5 °C over most of the running period, Fig.3.18.

Figure 3.17: Picture of the PIENU
detector inside the temperature-
controlled enclosure.

20

18.5

19

19.5

30/07/201003/07/2010 15/07/2010
date

de
gr
ee
s (
in
 C
el
siu
s)

Figure 3.18: Temperature variation in
the span of a month inside the detec-
tor area.

Special assembly

PIENU-II is mounted on a supporting structure on wheels as can be seen
on the picture of Fig.3.16. The wheels are guided by rails to ensure that the
position of PIENU-II with respect to PIENU-I does not change. However,
for special runs which require the PIENU-II detector to be detached from
PIENU-I and rotated, the rails are removed.
These special runs are dedicated to the measurement of the response function
of the PIENU-II detector to beam positrons. This information gives access
to the lineshape and is important for the determination of the π+ → e+νe
low energy tail as discussed in §5.1. Fig.3.19 shows a schematic of the
detector assembly for these special positron runs during which part of the
PIENU-I detector was removed so as to enable the PIENU-II detector to be
rotated axially (ϕ) as well as vertically (θ) .

55



3.2. The detector

V3

CsI ring

    

V3

V2

T2

V2

CsI ring

θ

φ

beam axis
calorimeter axis

e+

z

x

WC1

WC2

V1

V1

Figure 3.19: Schematic drawing of the detector setup for special positron
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Resolution of the calorimeter assembly

The PIENU NaI crystal is a high resolution calorimeter. Deconvoluting
the beam momentum bite of 0.5%, the resolution of the 70 MeV positron
peak is approximately 2.2% (FWHM), see Fig.3.20. With this resolution, we
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Figure 3.20: Beam positron spectrum in the NaI with positrons entering the
crystal at its centre. The full peak resolution (including beam momentum
spread) is 2.7% (FWHM).

have been able to identify structures, see Fig.3.21, at 61 and 53 MeV in the
crystal’s lineshape measured with a positron beam, that were not observed
in the E248 and other experiments using NaI crystals [2]. Many studies were
carried out to understand the presence of these peaks which excluded the
beamline or the beam composition as the source of the observed structures.
Eventually, these peaks were identified as lost energy due to neutron escape
from the crystal. Indeed, photons produced by the shower induced in the
NaI crystal by beam positrons can interact and be captured by a nucleus in
the crystal. From a Monte Carlo simulation including hadronic interactions,
it was observed that a photon captured by an 127I nucleus in the crystal is
followed by the emission of neutrons in 94% of the cases. If the neutron is
not reabsorbed, its binding and kinetic energy (E1n) is lost and is responsible
for the peak at 61 MeV (70 - E1n MeV). The origin of the second peak in
the spectrum is due to emission and escape of two neutrons. The neutrons
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can come from a single nucleus or from two separate ones (due to two photo-
absorptions in the same shower). Both cases contribute to the second peak
which starts at an energy consistent with either the energy threshold of two
neutron emission or twice the single neutron separation energy E1n. Fig.3.21
shows the energy deposited by the beam positrons in the NaI as seen in the
data and the Monte-Carlo with and without hadronic interactions. The
agreement between MC and data is not perfect. The neutrons contributing
to the lower energy peaks typically encounter 20 elastic scatterings in the
NaI crystal before escaping. A small error in the simulation of neutron
scatterings in the crystal could be amplified due to the high number of
interactions and contribute to the discrepancy seen in Fig.3.21. However,
the precise understanding of the impact of those photo-nuclear reactions on
the shape and amount of the low energy tail is important and will be dealt
with in §5.1.4.
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Figure 3.21: Beam positron energy in the NaI crystal. Comparison between
data (filled circles with error bars) and simulation. The simulation was
performed with (red/light shaded) and without (blue/dark shaded) hadronic
reaction contributions. The histograms are normalized to the same area.

The CsI crystals have a resolution of about 10% (FWHM) at 70 MeV which
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is five times worse than the NaI. The CsI crystals are used to detect shower
leakages and see typically a few percent of the energy deposited by the decay
electrons therefore the impact of their resolution on the overall resolution is
limited.

Tracking and Suppression of Decay-in-Flight capabilities

As mentioned in §1.2.2 good tracking capabilities are important to be able
to cleanse the π+ → e+νe spectrum from misidentified π+ → µ+ → e+

events due to decays in flight.
In the following a track is defined as a straight portion of a particle trajec-
tory. The PIENU tracking system consists of three trackers24: the beam
wire chambers (Tr1), the first two silicon detectors (Tr2), and S3 and WC3
(Tr3). Tr1 provides 6 position measurements, Tr2 provides only four while
Tr3 contains 5 position measurements. All trackers are schematically repre-
sented in Fig.3.22. Tr3 is used to track the decay positrons and determine
whether or not they entered into the acceptance region of the NaI crystal.
Tr1 and Tr2 are the two trackers used to identify pion decays-in-flight which
happened after the last plane of WC2 and the first plane of S1.
Pions can decay-in-flight in or upstream25 of the target. The muon from
pion decay can also decay-in-flight. And, of course, a combination of those
is possible. However since the probability of such an event is close to the
product of the pion decay-in-flight and muon decay-in-flight probability, it
is very small and negligible at our level of precision.
To summarize, the following π+ → µ+ → e+ decays can occur:

1. π+ decay-in-flight upstream of the target and µ+ decay at rest (PDIF up. -
MDAR)

2. π+ decay-in-flight in the target and µ+ decay at rest (PDIF it. -
MDAR)

3. π+ decay at rest and µ+ decay-in-flight in the target (PDAR- MDIF)

24We call here “tracker” a system that can provide the position and angle information
of a track in three dimensions.

25By “upstream of the target” we mean: between the last plane of WC2 and the first
plane of S1. Although, S1, S2 and the target form a rather compact assembly there is
a portion of decays-in-flight happening between the first plane of S1 and the middle of
the target. These cannot be removed using tracking information and therefore cannot be
distinguished, as far as tracking is concerned, from the PDIF in the target. In this section
they will be counted as PDIF in the target (PID it). There is an extra handle to help
suppress those latter type of PDIF which will be used in §8.2.1.
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4. π+ and µ+ decay-in-flight (PDIF-MDIF)

Table 3.3 indicates the proportions of each types of decay-in-flight to the
“normal” decay-at-rest for π+ → µ+ → e+ and π+ → e+νe decays.

Table 3.3: Approximate proportions of decays in flight events to decay-at-
rest events from Monte Carlo calculations.

Type of decay DIF/DAR (in %)

π+ → µ+ → e+ decays

PDIF up. - MDAR 0.6
PDIF it. - MDAR 0.6
PDAR - MDIF 8×10−4

PDIF - MDIF Prompt in time. Neglected.

π+ → e+νe decays

PDIF Prompt in time. Neglected.

The PIENU tracking system can only detect one of the two most frequent
DIF event which is the PDIF up. - MDAR. Indeed, as can be seen in Fig.3.22,
if the pion decay-in-flight between the beam wire chambers and the silicon
trackers, a non-zero θ angle (called the kink angle) between Tr1 and Tr2 will
be detected. Fig.3.23 shows the θ distribution for PDAR events and PDIF
events obtained with Monte Carlo.

60



3.2.
T

h
e

d
etector

π+ μ+ e+
S1 S2

WC1   WC2

Target

S3

WC3

⎬ ⎬

⎬

Tr1 Tr2

Tr3

z=0

θ

z

y

x u v x u v xy xy xy

x v u

π → eν
PDAR-MDIF

PDIF up. -MDAR
PDAR- MDAR
PDIF it.- MDAR

Figure 3.22: Schematic drawing of the tracking devices and the different decay-in-flight backgrounds (the sizes are
not to scale). “u” orientation of a WC plane corresponds to a rotation of +60° while “v”=-60°.
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3.3 The trigger

The trigger logic was built mostly with NIM modules.
At first, pions and a small number of beam muons (used for the calibration
of some detectors, see §4.3) are selected using energy deposit information in
B1. Identification of a pion is done by requiring the coincidence of the beam
counters: B1, B2 and target. A coincidence of T1 and T2 counters defines
the decay-positron signal. A coincidence of pion and positron signals within
a time window of –300 ns to 500 ns with respect to the pion stop is the basis
of the main trigger logic, see Fig.3.24. We will call such coincidence “PIE”.
Since π+ → µ+ → e+ decays happen much more often than π+ → e+νe
decays, a Prescale trigger selects only 1/16 of PIE events. Meanwhile, the
π+ → e+νe events are enhanced by the Early and TIGC triggers. The Early
trigger selects decays which happen between 4 ns26 and 40 ns after the pion

26This time range selection excludes the prompt events.
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3.3. The trigger

stop. Due to the short pion lifetime, more than 70% of the π+ → e+νe events
happen within this time range. The TIGC trigger selects events which de-
posit a high energy in the calorimeters (CsI and NaI). The energy threshold
is set few MeVs below the Michel edge (around 46 MeV). Almost all the
π+ → e+νe events (with the exclusion of the tail events which extend below
the Michel spectrum) are selected by this trigger27. §3.4 explains in more
detail how the energy sum is done by the TIGC module.
A simplified diagram of the trigger logic is shown in Fig.3.24. The three
triggers mentioned above constitute the “physics triggers” but there are a
number of additional triggers for data quality checks and calibration pur-
poses:

• The Cosmic trigger: cosmic-ray events, mostly high energy cosmic
muons, are selected by requiring a high energy deposit in the CsI outer
layer or the coincidence of inner and outer layers. A prescaling factor
of 16 is applied to reduce the rate of this trigger. These events are
used for CsI calibration. The calibration technique will be explained
in detail in §4.3.3.

• The Xe lamp trigger: as explained in §3.2.6 a Xe lamp provides flashes
to all the CsI crystals. The lamp is triggered by a pulse generator twice
per second.

• The Beam positron trigger: beam positrons are pre-scaled by a factor
of 32. This trigger is used for plastic scintillators and NaI calibration
(see §4.3.3).

The detailed trigger diagram is available in Appendix A.1. During a normal
run all of these 6 triggers are turned on and several of them can be issued at
the same time. The rates of the triggers are shown in Table 3.4. The total
pion stop rate in the target is ∼50 kHz.
The trigger signal issued by any of the six triggers mentioned above is then
latched by the positron (te+) and the pion (tπ+) timings. These latched
signals trigger the acquisition of the data. te+ is used to trigger the data
acquisition by the VME modules (VF48 and VT48) while tπ+ triggers the
COPPERs data acquisition. The different data acquisition modules are
described in the next section.

27∼ 0.6% of π+ → e+νe events are not recorded by those 2 triggers combined but they
can be restored from the prescale trigger information.
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Table 3.4: Rate of each trigger.

Rate [Hz]

Pion stop in target 5×104

Physics Triggers

Early trigger 160
TIGC trigger 170
Prescale trigger 240

Other Triggers

Cosmics trigger 15
Beam Positron trigger 5
Xe lamp trigger 2

Total Trigger 600

3.4 The data acquisition system

3.4.1 The electronics

COPPER

All the scintillating counter’s PMTs are read out by a 500-MHz waveform
digitizer (FADC). This FADC system is based on the COPPER (The COm-
mon Pipelined Platform for Electronics Readout) platform [115]. The de-
tailed characteristics of the COPPER system have been described in [116]
but we will summarize the important characteristics here.
COPPER was developed by KEK for the Belle experiment at JPARC. One
COPPER board has four frontend modules called “Finesse”. Each Finesse
can receive two analog input signals. Therefore each COPPER board can
receive a total of 8 signals to digitize. The PIENU experiment is equipped
with 4 COPPER boards to digitize the signals coming from the 23 PMTs
reading out the plastic scintillators and a few other additional signals.
On each Finesse card, two 250-MHz FADC devices are driven in alternating
phases in order to obtain 500-MHz sampling. The gains of these two syn-
chronized FADCs are monitored and adjusted on a run-by-run basis using
beam particle signals to be able to correctly sample the signal at 500 MHz.
Fig.3.25 shows the digitized waveform from a PMT obtained with COPPER.
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Figure 3.25: A waveform digitized by COPPER. The red circles and blue
crosses show the digitization by each of the two 250 MHz ADCs which
together produce a 500 MHz waveform.
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3.4. The data acquisition system

The time window of the signals recorded by COPPER covers ∼8µs (1.35 µs
after and 7.75 µs before the trigger timing) to be able to detect pile up
particles. Data below a certain threshold is suppressed to reduce the data
bandwidth. However, no data suppression is applied for a given region
around detected peaks to be able to record the ADC baselines (pedestals).

VF48

The VF48 is a 60 MHz FADC single width VME 6-U module which was
designed at the University of Montréal in 2004 [117]. It has a resolution of
10 bits and a dynamic range of ±250 mV. All the NaI and the CsI PMT
signals as well as all the silicon channels are read out by this type of module.
This makes a total of 404 channels (NaI: 19, CsI: 97, Silicon: 288) read out
by 10 VF48 modules (each VF48 module reading out 48 channels). All VF48
modules are fed with the same 20-MHz clock signal provided by the TIGC
module, see §3.4.1. This clock signal is multiplied internally in the VF48
to reach 60-MHz sampling. To ensure that the trigger always arrives in the
middle of the clock, a synchronization logic is implemented as part of the
trigger logic which latches the trigger to the TIGC clock before it goes to
the VF48 (see the label “Synchro” in Appendix A.1).
Due to the large number of channels, it was necessary to have the possibility
of suppressing (i.e. not reading-out) the channels which did not contain any
useful information. Indeed, for a typical event, the energy deposited is
recorded in 1 to 2 channels out of the 48 in the Silicon planes and only in 2
to 3 CsI channels out of the 97. All the other channels contain only noise.
The implementation of the suppression in the VF48 is rather simple: if two
subsequent samples in time have a pulse height difference higher than a
given threshold the full waveform is recorded; otherwise no data is recorded
for this channel. With the exception of the NaI signals which are always
recorded, all channels are suppressed in this way. For the CsI channels the
data suppression threshold is set at 5 mV while it is 4 mV for S1 and S2
and 3 mV for S3.
The number of samples recorded by the VF48 is different for each detector:
40 (666 ns), 40 (1333 ns)28 and 70 (1162 ns) samples are recorded for the
CsI, NaI and Silicon channels respectively.

28Because the NaI signal is slow the sampling in the VF48 is done at a rate of 30 Hz
instead of 60 Hz for the other detectors.
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TIGC

TIGC (Tigress Collector) is a VME-based module built and developed by
the University of Montréal and TRIUMF for the TIGRESS experiment at
TRIUMF [118]. This module enables a summing on-the-fly of the VF48 sig-
nals before the read-out. Every 250 ns, the highest samples of the waveforms
of all CsI and BINA channels are sent to the TIGC which sums them29 and
compares the result to a predefined threshold. This threshold is set to be
∼4 MeV below the Michel edge. If the threshold is passed, TIGC generates
a signal called “TIGC” in Fig.3.24 which, if in coincidence with a PIE signal,
will start the read-out of the event.
In the PIENU setup the TIGC module also provides the clock to all the
VF48 which enables a synchronization of the modules.

VT48

Each of the sensitive wires of the three Wire Chambers and all the logic
signals issued by the PMT’s signals after discrimination and some trigger
logic signals are read out by multi-hit TDC modules called VT48. This
single width VME 6-U module [119] was designed at TRIUMF in 2006 for
the KOPIO experiment [120]. The AMT3 chip [121] which was developed
for reading out ATLAS muon detector channels is used as a TDC chip on
the VT48. This device has a 25-MHz on-board clock which is internally
multiplied to achieve 0.625 ns resolution. All VT48s, however, are fed with
an external 25-MHz clock to ensure the synchronization of all modules.
One board can read out 48 channels for up to 20 µs. To optimize the
dead-time, only one channel is read out for 20 µs to detect long-lifetime
background originating from the beam while the rest of the channels read
out 8.0 µs before the trigger signal30. However, because of the delay induced
by the TIGC decision, the trigger signal arrives in those latter channels at
the middle of the VT48 recording window meaning that signals up to 4.0 µs
before and after the trigger signals are read out by the VT48. In total, 11
VT48 modules are used in the experiment.

29The NaI channels and CsI channels have different gains applied to take into account
their different Energy/Voltage ratio.

30As will be discussed in §4.7, because the linearity of those modules is not good enough,
the data recorded by the VT48 will not be used for the time spectrum analysis. Instead,
the information collected by the COPPER modules will be analyzed. However, the VT48s
also record trigger logic signals which are of importance for the analysis.
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3.4.2 The slow controls

The slow control system records a number of quantities at regular time
intervals, typically minutes, to control the data taking conditions. Table 3.5
shows a summary of the main slow control information available.

Table 3.5: Summarized list of slow controls.

Slow control name Variable

LRS High voltage of NaI, CsI, scintillators PMTs and Silicon
Postamps WC postamps thresholds and status
GASDVM WC gas
M13DVM WC high-voltage and currents
NMR Beam magnets NMR
EPICS Beam magnets current
M13DVM Beam magnets temperature
M13DVM Beam magnets voltage
ScalerN Scalers
Temperature Temperature of electronic racks and detectors
µBeam NMR regulator status
QOD Online variables based on data
Runlog Log of the data taking conditions

3.4.3 MIDAS

The PIENU data acquisition system consists of 3 VME crates (2 VMEs host
the VF48 and VT48 modules while the third VME mostly runs slow control
modules and modules used by the COPPER system) controlled by VME
master modules and 4 COPPER boards with a processor on each board.
Each processor is running the associated frontend programs to transfer the
data to a host computer.
Collection of the data is done by the MIDAS data acquisition system which
incorporates an integrated slow control system with a fast on-line database
(ODB) and a history system [122]. The MIDAS server computer can be con-
trolled via a web interface. All the information and errors from each frontend
are issued on the web page and several programs checking the quality of the
data online are connected to MIDAS during data taking.
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3.5 History and future of the experiment

The history of the experiment is briefly summarized in Table 3.6. This thesis
work covered the detector tests and installation, the setup of the trigger and
data acquisition system as well as a significant part of the data taking and
its analysis. At the time of writing, at least another year of data taking is
foreseen.

Table 3.6: History and future of the PIENU experiment. The greyed area
indicates the extent in time of this thesis’s work. The numbers in parentheses
are an estimate of the number of π+ → e+νe events recorded.

Year Month Events

2005 Dec. Proposal approved by TRIUMF

2006 Detector design and test

2007 Detector construction and beam tests in M9

2008 May Beam test in M13
2008 Oct. M13 beam channel extension completed
2008 Oct.-Nov. Test in M13 with most of the detectors

2009 May PIENU detector completed
2009 May-Sep. Run-I (1M)
2009 Oct.-Dec. Run-II (0.5M)

2010 March Temperature controlled enclosure completed
2010 Apr.-Sep. Run-III (4M)
2010 Oct.-Dec. Run-IV (2M)

2011 Aug. Systematic studies with beam
2011 Sept-Oct. Lineshape measurements
2011 Nov. Run-V (2M)

Future Plan

2012 Apr.-Dec. Run VI
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Chapter 4

Time Spectrum Analysis

4.1 Overview

This thesis deals with the highest quality data taken to date. The set of
selected data ranges from run 49669 to run 52003 (November 2010). This
data set contains a total of 1908 good runs which amounts to 586×106 events
(after the good run selection procedure and before addition of prescaled
events). The total raw data size is 3.4 TB.
The raw data are decoded with a program called “proot” which extracts
information from the ADC waveforms and TDC hits and stores them in
a ROOT [123] tree31. Each tree contains over 1500 branches and yield a
data size of around 1.3 GB per tree. The trees are then processed with
an analysis package which was initially written [124] for the TWIST [125]
experiment at TRIUMF and later adapted for PIENU. The outputs of the
analysis package are in the form of ROOT histograms.
The first part of this chapter will briefly describe the passage from raw data
to trees. In §4.4, the event selection common to the time spectrum and tail
correction analyses are developed and from §4.5 the analysis specific to the
“raw branching ratio” estimation is described.

4.2 Variable extraction

4.2.1 From VT48

The VT48 records hits in a window from -3.6 µs to +4.4 µs around the
prompt which is defined by a “simultaneous” hit in B1 and T1 counters.
For Wire Chambers, the hit provides the spatial position information. Based
on the Silicon (read out by VF48, see §4.2.3) and Wire Chamber channels

31A ROOT tree enables to store information on an event-by-event basis in a structured
way. Branches and leaves correspond to different levels of the structure. For example,
a tracker would be a branch and the number of tracks recorded by this tracker for a
particular event would be stored in a leaf of this branch.
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4.2. Variable extraction

that fired a track is reconstructed. In case of multiple hits (for WCs) or
clusters (for Silicon), tracks are constructed with all possible combinations
of hits. Information on each track is recorded in the tree [126]. If two
adjacent WC wires are fired the track is assumed to have passed in between
the two wires giving a factor of two improvement in the resolution. For each
reconstructed track, the χ2, number of degrees of freedom, residuals and
position information are stored.

4.2.2 From COPPER waveform

All hits happening between -6.4 µs prior and 1.35 µs after the prompt are
recorded by COPPER. Hits are identified by a hit finding algorithm that
determines the highest sample before a drop. The time of the highest sample
(thit), the pulse height (PH) and the charge deposited are recorded for each
hit. The charge (Q) of each hit is obtained by integrating the pulse between
-20 and +20 ns around the peak. Fig.4.1 illustrates this procedure. Another
charge variable with an extended integration gate is also recorded (Qw:
thit − 20 < t < thit + 80 ns). Several other charge variables at a fixed time
(referred to as tf ) with respect to the trigger (corresponding to the pion time,
see Fig.3.24) are also calculated. Those are Qf (tf − 20 < t < tf + 20 ns),
Qfw (tf − 20 < t < tf + 80 ns) and Qfww (tf − 20 < t < tf + 600 ns).
An integration of the full COPPER gate is also recorded (Qfull). For B1,
T1 and Tg, a fit of the hit corresponding to the trigger is performed as
described in §4.5.1 and §5.1.1. The amplitude, time and χ2 of each pulse fit
is recorded in the tree. The time region −6.4 µs< t < −2.15 µs before the
prompt is defined as the “Pre” region. Q, Qw, PH and the time of each hit
in this specific region are also stored in the tree with a specific “Pre” flag.
Finally, information on potential errors affecting single events are recorded
in the tree (e.g. number of samples read out by each channel).

4.2.3 From VF48 waveform

Unlike COPPER, the VF48 only reads out a limited time range, typically
1 µs (see §3.4.1 for details) around the hit that generated the positron trigger.
Hits are identified by a hit finding algorithm and the charge (Q: thit−5 < t <
thit+5 samples32), pulse height and time are recorded for each hit. Informa-
tion on the charge deposited before (Qpre: thit − 15 < t < thit − 5 samples)
and after (Qpos: thit + 5 < t < thit + 15 samples) the pulse is also stored in

32For simplicity, we now refer to samples as opposed to ns because the NaI VF48 has a
different sampling rate.
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Figure 4.1: Schematic drawing of the variables extraction from a waveform
readout by COPPER. In this example two hits were recorded: the hit at
prompt time which generated the trigger and a pileup hit earlier.
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the tree as well as the charge deposited in extended gates Qw (thit−10 < t <
thit+10 samples) and Qww (thit−10 < t < thit+25 samples). The latter vari-
able is particularly useful for the NaI pulses which are very broad. Similarly
to COPPER, charge variables at a fixed time (corresponding to positron
time) are also recorded. Those include Qf (tf − 5 < t < tf + 5 samples),
Qfw (tf − 10 < t < tf + 10 samples), Qfpos (tf + 5 < t < tf + 15 samples),
Qfpre (tf − 5 < t < tf samples), Qwwf (tf − 10 < t < tf + 25 samples).
For every event the hit corresponding to the trigger is fitted for each NaI
tube. Amplitude, time, χ2 and the value of the fitted pedestal are recorded
in the tree. The extraction of the charge deposited and the position of the
hit in the silicon is more complex due to the charge division circuit. Hits on
adjacent strips are clustered. For each cluster, the two strips in which the
highest charge (Q: thit − 128 < t < thit + 128 ns) was deposited are tagged
(they will be called “high-strips” in the rest of this thesis). Fig.4.2 shows
the charge deposited in the two high-strips (“left” and “right” indicate their
respective position). Events are clustered in bands which are representative
of their positions with respect to the high-strips. The ratio of the ampli-
tudes in the two high-strips are compared to estimate the position of the
hit with a resolution of ∼95 µm33. The time of the hit is the average of the
time recorded in the high-strips weighted by their respective charge. The
number and size (corresponding to the number of strips hit) of clusters are
also recorded.

The charge variables extracted from COPPER and VF48 are used to con-
struct calibrated energy variables which are also stored in the tree. The
section below details how the calibrated variables are constructed.

4.3 Calibration

4.3.1 ADC and pedestal calibration

As mentioned in §3.4.1 COPPER ADC have to be calibrated before wave-
form reconstruction. Each ADC gain factor is calculated based on the height
of a physical pulse. The pedestal of each ADC is recorded in the tree for a
cross-check.
In every run and for each ADC channel (COPPER and VF48) the pedestal
is calculated based on the mean of the distribution of the first three samples

33This resolution is reached if at least two strips are fired. It corresponds to the reso-
lution on the readout strip (1.28mm/

√
12) divided by four. If only one strip is hit, the

resolutions is 1.28mm/
√

12=0.37 mm.
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Figure 4.2: Charge deposited in the left “high-strip” versus the right “high-
strip” (see text). The events in which only one strip fired appear as no charge
in the right strip. Those events represent about 9% of the total number of
events.
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of the waveforms. This has the advantage over an event-by-event pedestal
estimation to be insensitive to pileup. For the NaI and CsI pulses a flag is
recorded in the tree in the case of a sudden change in the pedestal affecting
three consecutive events. The pedestal is subtracted from the waveforms
before the extraction of charge and PH variables.

4.3.2 Gain stabilization

Scintillators

For all counters read out by PMTs (except CsI which is the subject of the
next paragraph) the charge deposited by beam particles is used for gain
calibration. The beam positron (for the NaI), beam pion (for B1 and B2)
and beam muon (for the target and T1) peaks are monitored every run.
An automatic gain calibration is made based on the fluctuation of those
peaks positions compared to a reference run. Due to the strong position
dependence of T2, the gain calibration of its PMTs is done with decay
positrons from the π+ → µ+ → e+ decay chain selecting their entrance
position with a cut on WC3.

CsI

Each CsI PMT is connected to a Xe lamp through a quartz fiber. The pulse
height of the Xe lamp signal in each PMT is compared run by run to a
reference run in order to adjust for the PMTs gain fluctuation34. Cosmic
signals are used to trace the changes in CsI properties, see §4.3.3. The
Xe reference run has to be regenerated every 20 runs due to the energy
calibration procedure (see §4.3.3 for details).

Silicon

A calibration pulser is connected to the amplifier of all silicon channels. Ev-
ery run, the charge recorded by each silicon detector is multiplied with the
ratio of the calibration pulse signal of this run to the calibration pulse signal
from a reference run. There is, therefore, for every run, a gain factor for
every silicon strip (288 in total). This calibration procedure only corrects
gain changes in the amplification electronics. It is not sensitive to changes
in the silicon properties. The charge to energy ratio in the silicon itself is

34The YAlO signal (see §3.2.6) could potentially be used to trace the change in the CsI
light transmission. However, in order to see the signal from those radioactive sources a
self trigger should have been implemented for each crystal.
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expected to change because of temperature fluctuations, voltage fluctuations
or degradation in the silicon due to radiation damage. Voltages and temper-
atures in the area are recorded for every run, see §3.4.2 so that the causes
of the silicon properties changes, if any, could be at least partially identified
and corrected for in offline analysis.

4.3.3 Energy calibration

Plastic scintillators

The energy calibration is based on the amount of energy deposited by a
minimum ionizing particle (beam positrons) traversing a known amount of
scintillator (Polyvinyltolulene). It has been calculated using the PDG value
and checked with a MC simulation in which Birk’s correction [127] was
applied.

Silicon

The energy calibration is based on the amount of energy deposited in the
“high-strips” by a minimum ionizing particle traversing a silicon wafer. As
for other detectors, this energy calibration factor has been calculated from
PDG data and checked against MC predictions.

CsI calibration

Each CsI crystal is energy calibrated using cosmic rays. A cosmic trigger
is set in parallel to the physics trigger (see §3.3) enabling a new cosmic
calibration every 20 runs35. The cosmic peak in each crystal is associated
with the energy deposit predicted by a simulated cosmic shower using the
CRY package [128]. This package is used to generate correlated cosmic-ray
particle showers at sea level and at the latitude and longitude coordinates
of the PIENU experiment. Fig.4.3 illustrates the agreement between the
cosmics simulation and the data. Although the peak positions vary up to
20% with the position of the crystal in the detector enclosure as shown in
Fig.4.4, the peak position is well reproduced in MC.
In summary, every run, the charge deposited in each CsI crystal is multiplied
by a factor f :

f =
CosmicMC

Cosmicdata

Xeref
Xe

(4.1)

3520 runs were needed to collect enough cosmic events for a reliable calibration.
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Figure 4.3: Comparison of the cosmic signal in each CsI crystal of the inner
upstream part between data (black solid line) and MC (hatched red line).
In this figure, the MC was not corrected for energy resolution.
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Figure 4.4: Variation of the cosmic peak energy with the CsI crystal posi-
tion as obtained with the CRY cosmic simulation package. The error bars
indicate the width of the cosmic distribution.

where CosmicMC is the predicted energy deposited in the crystal by MC.
This factor was calculated once for the entire run range. Cosmicdata is the
result of the fit of the cosmic distribution shown in Fig.4.3. Xe refers to the
peak of the Xe lamp signal extracted every run as mentioned earlier, and
Xeref is the same peak from a reference run. The reference run is renewed
every 20 runs at the same time as the new cosmic calibration is obtained;
this is done to avoid double counting of PMT’s gain fluctuations. Indeed, the
Xe signal only tests the stability of the PMT and is used to trace the change
in the PMTs gain on a run-by-run basis. The cosmic signal also traces gain
fluctuations in addition to changes in the crystal’s light emission efficiency.

Therefore, if the ratio of Xe signals,
Xeref
Xe , is not set to 1 when the new

Cosmicdata value is available, the potential PMT gain fluctuation would be
accounted for twice. With this method, the PMT’s gain fluctuations are
corrected for on a run by run basis while the crystal’s property changes are
corrected every 20 runs. The ratio of Xe to Cosmics is very stable for the
range of runs used in this analysis showing that there is no change in the
crystal’s properties over this run period.
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NaI calibration

The energy calibration in the NaI is based on the total energy deposited in
the downstream part of the detector by π+ → e+νe events. The total energy
should be equal to 70.3 MeV36. In order to measure the full energy deposited
by decay positrons the energies recorded by S3, T1, T2 (∼2.5 MeV) are
added together. The mean energy deposited in the target (∼1 MeV) and
the front face of the NaI is obtained from MC. The addition of all those
is used to set the energy calibration for the NaI. The NaI calibration thus
obtained was checked against the MC. The alignment of all physical pulses
(π+ → e+νe peak, beam muons, beam positrons and Michel edge) was also
confirmed. For reference, Fig.4.5 shows the sum of the energy deposited in
the downstream material37 (including the aluminium front face of the NaI
crystal in which positrons deposit an average of 0.22 MeV) by π+ → e+νe
positrons in MC. The structures seen in this spectrum are detailed below.

I. 70.3 MeV is recorded which corresponds to the full kinetic energy of the
positron plus twice the positron mass (corresponding to the mass of the
positron and of the electron from the annihilation). Since the energy
deposited in the Mylar foils is not added, these events correspond to
positrons which have not hit WC3.

II. The positrons go through WC3. The 50 keV deposited in the Mylar
foil is missing.

III. One 511 keV γ from an annihilation escapes the assembly.

IV. Two 511 keV γ’s escape the assembly.

4.4 Event selection

Before the event-by-event selection, an automatic run selection was done to
eliminate corrupted runs.

36The positron kinetic energy amounts to 69.3 MeV to which is added the 511 keV
rest mass of the positron and 511 keV rest mass of the electron with which the positron
annihilates.

37only the energy deposited in the Mylar foils of WC3, typically 50 keV, was not added.
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Figure 4.5: Sum of the energy deposited in the downstream material from
MC.

4.4.1 Quality of data

DAQ errors

The runs with DAQ-related errors (no trigger received by one of the DAQ
system, header or trailer not correct, etc.) are removed from the run selec-
tion. In total, 146 runs are affected by COPPER-related errors, 78 by VF48
and 125 by VT48. Since multiple types of DAQ errors appear per run, this
DAQ selection only removes a total of 179 runs out of the initial 2334 runs.
Since most of those runs are short, this run selection does not have a large
impact on the data sample size.

Other run selection

Muon runs are taken for 8 hours every week (see §4.7 for details); those runs
are removed from the nominal run selection. Runs much longer than usual
indicate a major change in the beam rate (beam off during the run, beam
intensity drop, maintenance runs) and are discarded. Runs with a prescale
factor different from 16 indicate a non-nominal trigger setting (for special
data or tests) and are also discarded.
Close to 200 histograms were generated every run and verified to make the
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data selection and identify possible problems. Fig.4.6 shows an example of
the stability information provided by a set of such histograms. The left plot
represents the average number of hits in S3 X as a function of run number.
The dotted red lines show the 2.5 σ around the average value indicated in
a solid green line. Runs for which variables are clearly different from the
average are removed. In general, the data selection is based exclusively on
variables corresponding to detectors upstream of the target. The stabilities
of downstream variables are also examined for indication of problems. An
example of a problem detected by this procedure is illustrated in the right
plot of Fig.4.6. This plot shows a clear jump in the average stopping point
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Figure 4.6: Left: Average number of hits in S3 X as a function of run
number. Right: Average z vertex as a function of run number. Those plots
span the entire data range used in this analysis. The four ranges of runs
missing correspond to the special muons runs taken weekly, see §4.7.

of pions in the target38 which happened at the middle of data taking. This
was due to a wrong position of F1SL slit which defines the momentum dis-
tribution of the beam, see Fig.3.1. The nominal z-vertex position during
2010 data taking was –0.80µm from the center of the target. The displace-
ment in the z-vertex induced by this wrong setting is circa +180µm, which

38The z vertex is the z coordinate of the point of minimum distance between tracks
entering the target and tracks exiting it.
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corresponds to a momentum change of ∆p = +0.3%39. The z-vertex stabil-
ity plot also enabled the detection of a 3 mm change in PIENU-II detector
position during the summer 2010 data taking.
A total of 426 runs (which amounts to ∼18% of the total number of runs)
are removed based on the criteria discussed in this section. The next section
will describe the event selection.

4.4.2 Pion selection

The selection of pions is based on energy loss in B1 and B2 and time-
of-flight (TOF) measured in B1 with respect to the primary proton beam
burst. Fig.4.7 shows the energy deposited in B1 versus the TOF modulo the
cyclotron radio frequency (f ∼ 23.1 MHz → T ∼ 43.3 ns). The firing of a
“physics trigger” (TIGC, Early or Prescale) is also required and all events
for which a calibration trigger (cosmic, beam positrons, Xe lamp) fired are
excluded.
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Figure 4.7: Left: Energy deposited in B1 versus the Time of flight. The
spectrum has been slightly smoothed for better visualization. The red
hatched box indicates the selected events. Events which have the same
TOF as pions but lower energy deposit in B1 correspond to PDIF events
before B1. Right: Energy deposited in B2 after B1/TOF cut. The red lines
indicate the cut value.

39As will be seen in §5.2.1 this change in momentum has a negligible effect on the
acceptance correction. The energy calibration is however adjusted to take into account
the change in energy of the beam particles used for calibration.
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A cut40 on the beam profile in WC1 and WC2, Fig.4.8, is also done to re-
move particles (mostly positrons and muons) which had peculiar trajectories
in the beamline. This cut also minimizes the tail of the pion momentum dis-
tribution. Additionally, events in which a hit is recorded in the V1 counter
(which covers the frame of WC1) are removed. Using track reconstruction
based on WC1 and WC2, a cut on the position of pion stop at the center of
the target is made to exclude pion events stopping close to the edge of the
target.
After this selection, the pulse in B1 which is synchronized with the trigger
time (tπ) is associated with the pion event time.

10

210

310

410

510

610

X at the middle of WC1 [mm]
-30 -20 -10 0 10 20 30

Y
 a

t t
he

 m
id

dl
e 

of
 W

C
1 

[m
m

]

-30

-20

-10

0

10

20

30

Figure 4.8: Contour plot of the beam profile at the centre of WC1. The red
box indicates the boundaries of the cut (a similar cut is made on the beam
profile at the centre of WC2).

4.4.3 Decay positron selection

A minimal number of cuts are applied on the decay positron information in
order to minimize potential biases on the branching ratio.

1. A low energy cut is applied on T1 counter (ET1 > 0.3 MeV) to remove
events which produced a trigger by hitting T1 light guides.

40A cut is a selection applied to the data.
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2. Pion interactions with nuclei of the target lead to the emission of pro-
tons. In the NaI, those protons have a very broad energy distribution
spanning energies from a few MeV to above 100 MeV. Protons deposit
a large amount of energy in the downstream counters which is anti-
correlated with the total energy deposited in the NaI. They therefore
appear as a band in the plot of the energy loss in the downstream
counters41 as a function of the energy deposited in NaI, Fig.4.9. This
cut mostly removes events which have prompt timing. Only 0.008%
of events removed by this cut lie outside the prompt. The energy
dependence of this cut can therefore be neglected.

3. Events in which at least one T1 pulse is in coincidence with the pion
time are rejected. This cut removes muons from PDIF events which
stop in T1 counter. Those events can decay and produce a trigger if the
decay positron hit the T2 counter within 200 ns after the muon stop
in T1. Since, in this case, T2 and T1 triggers have different timings,
the trigger time is defined by T2 instead of T1. This has the effect of
changing the trigger gate time by up to 200 ns. Although the number
of muons from PDIF that reach T1 counter is very small, the impact
on the time spectrum was found to be large due to the distortion it
creates in the early time region.

4.4.4 Background rejection

Events in which pile-up is present are removed by the following set of cuts.
Unless otherwise specified, the cuts are applied on COPPER variables only.

Beam Pile-Up Cut

1. At least one of B1 channels is required to have only a single hit in the
COPPER inspection window. This removes multiple pion events but
avoids the elimination of the events due to a noisy channel.

2. The fit in all B1 channels is required to have a good χ2. This eliminates
cases in which two pulses are very close to one another and therefore
not detected as multiple hits by the hit finding algorithm.

3. Further removal of pile-up close to the trigger pulse is reached by
the study of the ratio: Q/Qw in all of B1 and B2 channels. Upper

41For better separation of signal and background, the minimum energy deposited in the
downstream counters is used.
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Figure 4.9: Scatter plot of the minimum energy deposited in the downstream
counters (S3, T1, T2) as a function of the energy deposited in the NaI. The
amplitude of this distribution is plotted on a logarithmic scale. The red line
indicates the cut value.
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and lower boundaries on this ratio are used to remove pile-up events.
Events in which two pions arrive at the same time are removed by the
previously mentionned TOF/B1 cut.

4. No hit in the “Pre” region (-6.4∼-2.15 µs before the prompt) for all
B1, B2 and Tg counters is required.

5. An additional pileup cut for beam muons hitting B1 up to 15 µs be-
fore the prompt is made (using a special VT48 channel with a longer
inspection window). Those beam muons reach the NaI and can decay
in the inspection window for decay positrons. In this case, the en-
ergy they deposit in the calorimeters is added to the one of the decay
positron creating a pile-up event in the calorimeter which is not de-
tectable by the scintillator counters. This cut also reduces by a factor
2 the level of “old muons”42 in the target originating from both beam
muons and pions stopped in the target.

“Decay” Pile-Up Cut

1. Events which have a hit in V2 and V3 counters earlier or later than the
positron time (t < te+−20 ns or t > te+ +20 ns) are rejected. This cut
eliminates pile-up events due to charged particles hitting the flanges of
the NaI and WC3 but retains shower leakage and Bhabha-scattering
(positron-electron scattering) events. In the latter case, the scattered
electron could generate a hit in the veto counters.

2. Events which have a hit in the “Pre” region in any of T1 or T2 channels
read out by COPPER are removed.

Neutral Pile-Up Cut

“Neutral” pile-up refers to events that are not detected by the plastic scin-
tillators but deposit energy in the calorimeters. Those can be neutral or
charged particles.
Neutral particles (neutrons and γ-rays) emitted from the production target
(BL1A-T1) and other sources in the beamline can reach the calorimeters.
Their time distribution is mainly constant.

42“Old muons” are muons coming from the beam or from a beam pion decay that hit
the upstream scintillator counters without being recorded by the data acquisition system.
Their decays in the direction of the downstream trigger counters around the time of a
pion trigger create backgrounds to the measurement of the branching ratio.
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Neutral pile-up can also arise from γ particles emitted either during radiative
decays or annihilations. In order to avoid removing radiative or annihilation
components which could introduce an energy dependence, no neutral pile-
up cut is applied in the calorimeters. However, due to the finite integration
window in CsI and NaI, a time dependence for the detection of “neutral”
pile-up is introduced. This is particularly important in the case of old muon
pile-up in the “high-energy” time region and for π+ → µ+νµγ followed by
µ+ → e+νeν̄µ decays for which the γ and e+ have different timings. Those
two backgrounds will be discussed in §4.5.3.

Charged particles (π+, µ+) coming earlier than our detection gate and stop-
ping near the NaI and CsI also contribute to the “neutral” pile-up. Their
decay around the trigger time adds energy in the calorimeters. As mentioned
in the previous point, this type of neutral pile-up is reduced by a time cut on
B1 read-out by an extended window. However, this special VT48 channel
only records hits with muon energy deposit in B1. A pile-up component
from early beam pions stopping in the target and decaying around the trig-
ger time into the CsI and NaI is found to be large43; its amplitude is of
the order of 1% of π+ → e+νe events. To reduce this component by an
order a magnitude, a cut on the number of hits recorded by T1 counter is
implemented: events which have more than one hit in all of T1 channels are
removed.

4.4.5 Acceptance cut

Because of the geometrical arrangement and shapes of the downstream coun-
ters as well as the width of the beam stopping distribution in the target, a
radial acceptance cut in WC3 has to be made in order to insure that the
decay positrons hit all the downstream counters (see §5.3.1). A tight accep-
tance cut also reduces the tail correction. Due to the small solid angle at
small radii, a tight acceptance cut also leads to a large loss of data. Con-
sidering those arguments, the optimal radial cut was found to be R=60 mm
for this set of data. The radial distribution in the middle of WC3 (using
track reconstruction) is shown in Fig.4.10 together with the acceptance cut.
It is important to note that no requirements are made on the number of
tracks in the downstream tracker in order to keep Bhabha scattering events.
In case of multiple tracks, the track with the best χ2 is used to define the

43This component cannot be removed by a cut on the number of hits in the target since
it has a large bias on the branching ratio.
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acceptance. If one tracking plane has no signal (because of inefficiency) and
multiple tracks are found, no χ2 ordering of the tracks can be done. In this
case, an arbitrary track would be chosen for the ∼ 0.4% of the events that
fall in this category. To allow the selection of the best possible track for
those events, the target is added as a tracking device. The position of the
hit in the target is assumed to be at the centre of the target and the error
on the position is taken as half the target size. This implementation does
not have any effect on the radial distribution for “normal” tracks where no
plane is missing and enables the discrimination of very improbable tracks
when one plane is missing using χ2 information.
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Figure 4.10: Radial distribution of events at the middle of WC3. The red
line indicates the acceptance cut. The spikiness of the distribution is due to
the resolution of the downstream tracker which is dominated by the WC3
wire pitch.

4.4.6 Summary of all selection cuts

The selection cuts remove ∼75% of the events. The two major rejective cuts
are the pion selection cuts and beam pile-up cuts. The combination of those
rejects ∼60% of the initial events. After all pile-up cuts, the acceptance
cut rejects another ∼40% of the events. Fig.4.11 shows a summary of the
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Figure 4.11: Summary of the fraction of events removed by each cut. The
x-axis labels refer to the numbering in each sections.

After all selection cuts, the shape of the background to π+ → e+νe events
in the “high-energy” region (ENaI+CsI >50 MeV) is consistent with the
expected shape obtained from late muon decay events as shown in Fig.4.12.

4.5 Timing fit: extraction of the raw branching
ratio

4.5.1 Pulse shape fitting

Every event, the pulses with the pion and positron timings are fitted in each
PMT of B1 and T1 counters respectively. The fit template is obtained from
a spline interpolation of the average PMT pulse shape [129, 130]. Fig.4.13
shows the average pulse shape in B1 and Fig.4.14 is an example of a pulse
fitted with the template. The arithmetic mean of the four PMT times is
taken as the counter time. The time resolution on the difference of T1 and
B1 time thus obtained is 270 ps.
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Figure 4.12: Comparison of all events with energies larger than 50 MeV in
the calorimeters (ENaI+CsI >50 MeV) with late muon decay events (tT1 −
tB1 > 300 ns). The red thick line shows the distributions of events for which
ENaI+CsI >50 MeV, the shaded spectrum is the distribution of late decay
events. The two spectra are normalized to the total number of events in the
energy region ENaI+CsI >75 MeV.
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Figure 4.13: Left: Two dimensional histogram of the distribution of pulse
height versus time for events in B1 which generated the trigger. Right:
The average of the left histogram. This is the discrete template on which
the spline interpolation is done, see Fig.4.14.
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Figure 4.14: COPPER 500 MHz waveform fitted with a template formed
by a spline interpolation of the discrete template shown in the right plot of
Fig.4.13.
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4.5.2 Construction of the time spectra

Only events which passed the blinding procedure described in §1.3 are se-
lected to produce the histograms used for the time spectrum fit thus blinding
the result on the raw branching ratio.
Events are separated in “high-energy” (ENaI+CsI > 50 MeV), and “low-
energy” (ENaI+CsI ≤ 50 MeV) regions. The high-energy and low-energy
regions are associated with π+ → e+νe and π+ → µ+ → e+ decays respec-
tively. Events in the high-energy region are required to have fired the TIGC
trigger. Events in the low-energy region are triggered by the Early trigger
(in the early time window) and the Prescale trigger. Outside the bound-
aries of the early time region, the prescaled events are added 16 times to
the spectrum and errors on each time bins are inflated accordingly. Fig.4.15
shows the thus obtained high and low-energy time spectra in which events
in the time region t0 − 6 < t < t0 + 4 (where t0 is the time of pion stop) are
removed.
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Figure 4.15: Left: “low-energy” time spectrum on a logarithmic scale.
Right: “high-energy” time spectrum on a logarithmic scale. In both spectra
the prompt events have been removed. See text for details on the construc-
tion of these spectra.

4.5.3 The fit

The spectra shown in Fig.4.15 are fitted in the following time regions:
- Prior to the prompt (t<0): -290 to -15 ns
- After the prompt (t>0): 4 to 510 ns
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which avoids the time close to the prompt region where distortions could be
present. The region t < 0 reflects the level of background in the region t>0.
Before detailing the fit functions used, we will briefly describe the different
backgrounds present in each spectrum.

Time spectrum for ENaI+CsI ≤ 50 MeV

I. For t<0, the spectrum is dominated by the decay of so-called “old-
muons” coming from the beam (or decay of beam pions) which stopped
in the target or surrounding materials. Since this background comes
from the beam, it is replenished every 43 ns and should contribute as
a flat component to the time spectrum. However, the rejection of any
event with an additional hit in a fixed inspection window extended to
6.4 µs prior to the prompt means that no further supplies of beam
particles can add to the background after this time. The remaining
background therefore follows an exponential decay with the muon life-
time. The probability of a decay from an “old-muon” originating from
beam pions stopped in the target remaining after this pile-up cut is of
the order of 0.8% which is consistent with the observed amplitude in
Fig.4.15.

II. In the t>0 region:

(1) The spectrum is dominated by PDAR-MDAR events. A negligi-
ble portion of π+ → e+νe tail and MDIF which both decay with
the pion lifetime can be ignored in the π+ → µ+ → e+ fit.

(2) A non negligible fraction, of the order of 1.2%, of PDIF-MDAR
is present in the spectrum. This background starts at t=0 and
decays with the muon lifetime.

(3) The background component coming from old muons identified in
the t< 0 region is also contaminating the t> 0 region.

Time spectrum for ENaI+CsI > 50 MeV

III. In the t<0 region:

(1) The spectrum is dominated by an “old-muon” background with
an additional pile-up that causes the event to pass the cut-off en-
ergy. In this case, the pile-up event consists mostly of the actual
π+ → µ+ → e+ decay which happens after the prompt generated
by the incoming pion. The time spectrum of this “old-muon”
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background should be proportional to e
−t
τµ where τµ is the muon

lifetime. However, the amplitude of this background rises as the
time of the positron hit approaches the prompt. This can be ex-
plained by the large (close to 1 µs) integration window of the NaI
pulse. Indeed, as the decay time of the “old-muon” approaches
the prompt, the probability that the energy deposited in the NaI
by the “real” pion decay happening after the prompt is added to
that of the positron from the “old-muon” decay increases. This
component was suppressed by an order of magnitude by a pile-up
cut in T1 counter. The amplitude of the remaining pile-up source
is of the order of 0.1% of π+ → e+νe events and comes from decay
positrons at high angles which miss the T1 counter but hit the
NaI.

(2) An additional component to this background appears at t ∼
−80 ns when the energy deposited in the CsI by a positron from
a “real” pion decay starts to be added to the energy deposited in
the NaI and CsI by the positron from the “old-muon” decay.

(3) Another background comes from µ+ → e+νeν̄µ decays depositing
more than 50 MeV in the calorimeters. The source of this back-
ground is multiple:
- Because of the poor CsI resolution and the finite NaI resolution,
π+ → µ+ → e+ events leak into the high energy region.
- The source attached to the CsI adds ∼8 MeV to the energy
deposited by positrons from µ+ → e+νeν̄µ decay and contributes
to µ+ → e+νeν̄µ events passing the energy threshold44. Since the
CsI source pileup is random in time, this component follows an
exponential decrease with the muon lifetime.

(4) Finally, muon radiative decays can deposit more than 50 MeV if
the energy of the γ is recorded in the calorimeters. This compo-
nent also follows an exponential decrease with the muon lifetime.

IV. In the t>0 region:

(1) π+ → e+νe events manifest themselves in the time spectrum as
an exponential decay with the pion lifetime. PDAR-MDIF events

44The source present on each CsI crystal (with a total rate of 5 kHz) contribute to a
large source of background if all energies recorded by the CsI crystals are added to the
NaI. To reduce this component only energies which were deposited in the CsI in a short
time window around the positron trigger (using the Qf variable) were added to the NaI.
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contaminate this distribution. A correction detailed in §4.9 is
applied to take into account this background.

(2) A background from π+ → µ+ → e+ events is present. The source
of this background is the same as developed in item III.(3) but
the time spectrum is characteristic of π+ → µ+ → e+ decays
(labelled Eπ→µ→e(t) in the next section).

(3) Muon radiative decays also contribute to the background as men-
tioned in item III.(4). Considering the branching ratio for µ+ →
e+νeν̄µγ of 0.158 (with a cut-off energy of Eγ > 0.5 MeV), a
MC simulation showed that 0.06% of generated µ+ → e+νeν̄µγ
events passed the cut-off energy of 50 MeV therefore contami-
nating the “high-energy” region. Thus, µ+ → e+νeν̄µγ events
constitute about 20% of the total amount of background in the
“high-energy” region which has a time spectrum characteristic of
π+ → µ+ → e+ events.

(4) Similarly, pion radiative decay (π+ → µ+νµγ , with a branch-
ing ratio of 2 × 10−4, see Table 2.4) followed by a muon decay
can contribute to the high energy background contaminating the
π+ → e+νe spectrum if the energy of the γ is recorded in the
calorimeters. Since, in contrast to µ+ → e+νeν̄µγ decays, the
γ direction is independent of the e+ direction, the probability of
detecting high energy γ’s and therefore passing the energy cut-off
is enhanced. If recorded in the calorimeter, the radiative γ will
look like a pre-pileup event since it carries the time of the pion
decay instead of the muon decay. Due to the long NaI pulse, the
effect of such a pre-pileup in the ENaI+CsI > 50 MeV region can
persist long after the pion decay time.

(5) The background component coming from an “old-muon” firing
the T1-T2 trigger plus a π+ → µ+ → e+ pileup depositing energy
in the NaI/CsI without hitting T1 counter also contaminates the
t> 0 region.

(6) The background component coming from a single “old-muon”
passing the energy threshold persists at t> 0 as well.

The fit functions

As explained above, the “high-” and “low-energy” regions share common
components. Both time spectra are therefore fitted simultaneously with the
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4.5. Timing fit: extraction of the raw branching ratio

following functions:

PIMUE(t) = H(t)
[
a(1− r)Eπ→µ→e(t)

]
+ bEµ→eν̄µνe(t) (4.2)

PIENU(t) = aH(t)
[
Br
{
Eπ→eνe(t) + eG1(t) + fG2(t)

}
+ rEπ→µ→e(t)

]
+ cF1(t) + dF2(t) + b′Eµ→eν̄µνe(t) (4.3)

where the E(t) functions represent normalized exponential decay functions
(τπ and τµ are respectively the pion and muon lifetimes):

Eπ→µ→e(t) =
exp(− t

τµ
)− exp(− t

τπ
)

τµ − τπ
(refers to II.(1), IV.(2), (3)) (4.4)

Eµ→eν̄µνe(t) =
exp(− t

τµ
)

τµ
(refers to I., II. (3)) (4.5)

Eπ→eνe(t) =
exp(− t

τπ
)

τπ
(refers to IV.(1)) (4.6)

and H(t) is the Heaviside step function (H(t > 0) = 1, H(t < 0) = 0) and
t = t′ − t0 where t′45 is the measured time and t0 the pion stop time.
In Eq.4.2 and 4.3, parameters a and a · r represent the number of π+ →
µ+ → e+ events in the ENaI+CsI ≤ 50 MeV and ENaI+CsI > 50 MeV re-
gion respectively while b (see item I. and II.(3)) and b′ (see item III.(3),(4)
and IV.(6)) are the number of old-muon events in the ENaI+CsI ≤ 50 MeV
region and ENaI+CsI > 50 MeV region respectively. Br is the raw branching
ratio, c and d are respectively the amplitudes of the NaI and CsI component
originating from the “old-muon” plus pile-up background (items III.(1) an
(2)). Finally, e and f are the amplitudes in the “high-energy” region of
π+ → µ+νµγ events hitting the NaI and CsI respectively (items IV.(4)).

The integrated area of the functions F1,2(t) and G1,2(t) are normalized to
unity. F1,2(t) model the “old-muon” plus π+ → µ+ → e+ pileup in the
“high-energy” time spectrum (see items III.(1), (2) and IV.(5)). The shape
of this background is obtained from a simulation in which the pulse shapes
of the NaI and CsI and the energy and time distributions of π+ → µ+ → e+

and µ+ → e+νeν̄µ decays are provided. Fig.4.16 shows the time distribu-
tions of the events for which the positron from π+ → µ+ → e+ decay hit the

45All time histograms presented in this document use t′. The offset to the pion stop
time is t0 ∼ 1.7 ns.
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4.5. Timing fit: extraction of the raw branching ratio
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Figure 4.16: Simulation of the time distribution of “old-muon” with a π+ →
µ+ → e+ pileup (see text for details). NaI (F1, left plot) and CsI (F2, right
plot) shapes are added to the time spectrum fit. The amplitude of NaI and
CsI components are left free in the fit.

NaI (F1) or CsI (F2). The shapes of those two components are constrained
in the fit but the amplitudes are left free. The amplitudes of both NaI and
CsI components turn out to be approximately 1 to 3 which is consistent
with the ratio of acceptances for CsI and NaI (with the exclusion of the area
covered by T1).
The functions G1,2(t) model the background in the “high-energy” region
from pion radiative decay (see item IV.(4)). The time spectra of this back-
ground originating from energy deposited by γ in CsI and NaI are obtained
separately by a simulation which took into account the pulse shape of both
calorimeters and the time distribution of pion and muon decay. Fig.4.17
shows the result of the simulation. A MC simulation of π+ → µ+νµγ events
which takes into account the PIENU detector geometry reveales that 2.3%
and 1.8% of generated π+ → µ+νµγ events (independently of the muon de-
cay time and with a branching ratio of 1) hit the NaI and CsI calorimeter
respectively and pass the 50 MeV threshold. These numbers modulated by
the effect of the pulse shape and the branching ratio for the π+ → µ+νµγ
decay indicate that γ from π+ → µ+νµγ decay hitting the NaI (CsI) and
contaminating the “high-energy” region represent 0.5 (0.17)% of π+ → e+νe
events. Those amplitudes are fixed in the fit. The error on the estimation of
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4.5. Timing fit: extraction of the raw branching ratio

the components mainly comes from the uncertainty on the energy calibra-
tion and resolution of the calorimeters in the MC. A conservative 20% error
on the estimation is assigned. The amplitude of both NaI and CsI compo-
nents are varied in the fit within this error, the effect on the branching ratio
value is smaller than 0.02%.
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Figure 4.17: Time spectrum of π+ → µ+νµγ background in the ENaI+CsI >
50 MeV region. The right and left figures show the time distributions of
π+ → µ+νµγ events (shaded area) when the NaI and CsI pulse shapes
respectively are taken into account. Both spectra are superimposed to the
nominal π+ → µ+ → e+ time spectrum.

The parameter b′ is left free in the nominal fit. However, because of cor-
relations between the shapes of Eµ→eν̄µνe and F1,2 functions, the error on
this parameter extracted from the fit is large. In principle, the amplitude
of this component is known since it is related to the π+ → µ+ → e+ back-
ground in the “high-energy” region and to the “old-muon” background in
the “low-energy” region. The relation between those backgrounds follows
the following simple equation:

b′ ∼ b

a
× a · r = b× r (4.7)

Using the corresponding values reported in Table 4.1 we find:

b′ ∼ 8.9× 103 (4.8)

Fixing b′ to this value or setting it to zero has no effect on the branching
ratio and only results in a small increase in the χ2.

99



4.5. Timing fit: extraction of the raw branching ratio

The PDIF component (see item II.(2)) is not explicitly included in the fit
but the inclusion of a component decaying with the muon lifetime to the fit
is mathematically equivalent to leaving t0 free. As a cross-check, t0 is fixed
to the value extracted from muon runs (see §4.10 for details) and the ampli-
tude of the Eµ→eν̄µνe(t) component is left free to deviate from the amplitude
constrained by the t <0 region. An increase by a factor 1.9 in the amplitude
of Eµ→eν̄µνe(t) in the t > 0 region is found (with a negligible impact on the
branching ratio) which is consistent with the estimated amount of PDIF.
Fig.4.18 and Fig.4.19 show the “high-” and “low-energy” time spectra to-
gether with the fitted functions and their residuals for the time regions after
the prompt (t > 0) and before the prompt (t < 0) respectively. The asso-
ciated individual χ2 and the number of degrees of freedom are indicated on
each plot. The individual χ2 are only indicative since the fit is performed
on all spectra at once with a combined χ2. The total χ2/DOF (DOF=1245)
is 1.134. The result of the fit is reported in Table 4.1. The total number of
π+ → e+νe events is slightly higher than 2.5×105 which is about two times
higher than the E248 experiment. The statistical error on the blinded raw
branching ratio is:

σstat = 2.41× 10−7 (4.9)

Table 4.1: Result of the time spectrum fit. Parameters with a * are nor-
malized to the total number of π+ → e+νe events and were fixed in the
fit.

Parameter Value ± Error

a (2.1815± 0.0003)× 109

r (8.36± 0.02)× 10−4

t0 1.576 ± 0.006 [ns]
b (9.880± 0.003)× 107

b′ (0.06± 7.63)× 102

Br ±2.41× 10−7

c (1.81± 0.03)× 104

d (7.74± 1.44)× 103

e* (5.00± 0)× 10−3

f* (1.70± 0)× 10−3
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4.5. Timing fit: extraction of the raw branching ratio

Time with respect to prompt [ns]
100 200 300 400 500

C
ou

nt
s

300

400

500

600

700

800

900

3
10×

/DOF = 2χ 1.228

(DOF= 809)

Time with respect to prompt [ns]
100 200 300 400 500

(F
it-

D
at

a)
/D

at
a

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

Time with respect to prompt [ns]
100 200 300 400 500

C
ou

nt
s

1000

2000

3000

4000

5000

6000

7000

8000

/DOF = 2χ 1.004

(DOF= 809)

Time with respect to prompt [ns]
100 200 300 400 500

(F
it-

D
at

a)
/D

at
a

-0.2

-0.1

0

0.1

0.2

Figure 4.18: Top: “low-energy” time spectrum for t>0 (red) superimposed
to the fit function (black) described in the text. The residuals of the fit are
shown in the right figure. Bottom: “high-energy” time spectrum for t>0
(red) superimposed to the fit function (black) described in the text. The
residuals of the fit are shown in the right figure.
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4.5. Timing fit: extraction of the raw branching ratio
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Figure 4.19: Top: “low-energy” time spectrum for t<0 (red) superimposed
to the fit function (black) described in the text. The residuals of the fit are
shown in the right figure. Bottom: “high-energy” time spectrum for t<0
(red) superimposed to the fit function (black) described in the text. The
residuals of the fit are shown in the right figure.
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4.6. Systematics checks

4.6 Systematics checks

A series of checks is done on the fit stability to evaluate the level of systematic
uncertainty.

• The fitting ranges are varied to evaluate the time dependence of the
fit.

• The effect of resolution is studied by varying the fit range close to the
prompt.

• A background amplitude is fixed while the others are left free.

• An additional flat component or a faster decaying component (τµ/2)
is added to the fit to evaluate the impact of non-accounted for back-
grounds on the branching ratio.

• The impact of freeing the lifetimes (τπ and τµ) on the branching ratio is
studied. The effect of the uncertainty of the pion lifetime (±5×10−3 ns
[22]) on the branching ratio is assessed by fixing the lifetime to the
central value plus the error. The effect on the branching ratio can be
fully neglected.

• Finally, the binning of the time histograms is varied.

Table 4.2 gives the details of the fluctuations of the branching ratio with
each systematic test.

The Fourier transforms of the residuals of the π+ → e+νe and π+ → µ+ →
e+ time fit is studied. No beam periodicity is found. To confirm that no
contamination from beam positrons is present in the “high-energy” spec-
trum, a component with the beam periodicity (see Fig.4.20) is introduced
in the fit. The effect on the branching ratio is negligible.
Overall the entire set of stability and systematic checks, the value of the
branching ratio is consistent with statistical fluctuations. Therefore no ad-
ditional systematic error is added.
However, to take into account the value of the χ2 which may represent
systematic uncertainties, the statistical error is inflated by

√
χ2/DOF =√

1.134. Assuming statistical and systematic errors are independent, a sys-
tematic error of 0.0010×10−4 is extracted by subtracting the statistical un-
certainty from the total uncertainty.
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4.6. Systematics checks

Table 4.2: List of systematic checks on the time spectrum fit. A and B de-
note “low-energy” and “high-energy” time spectrum respectively. Numbers
in the column labeled “variation in the branching ratio” refer to the subtrac-
tion of the nominal branching ratio to the branching ratio obtained under
the different listed conditions. The change in the fitting ranges is done on
a single time boundary at once. Only the boundary which is different from
the nominal is indicated.

Checks Variation in B.R Stat. Error
[×10−7] [×10−7]

Nominal / 2.41

Fitting range
t<400 in A and B -0.14 2.43
t<300 in A and B -0.99 2.46
t<-20 in A and B 0.13 2.42
−270 <t in A and B -0.02 2.41
t<300 in A only -0.13 2.42
t<300 in B only -0.86 2.45

Free parameter
τµ 0.01 3.05
τπ 1.47 2.46
e -0.4 2.41
f -0.27 2.41

Binning
×2 0.95 2.41

Resolution
1 ns closer to prompt 0.30 2.34
1 ns further away from prompt -0.31 2.45

Additional Background
flat background in A and B 0.10 2.42
τ/2 background in A 0.19 2.41
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Figure 4.20: Time distribution of beam positrons approximated by a sum of
gaussian peaks separated by the cyclotron RF period. This distribution is
used in the time fit to estimate the remaining beam positron contamination.
The phase and amplitude of this component are left free in the fit.
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4.7. Linearity

The statistical and systematic errors are added in quadrature to give the
following error on the blinded raw branching ratio:

σrawbr = 0.0026× 10−4 (4.10)

4.7 Linearity

Non-linearities in the time measurement systems or noise in the electronics
due to tiny cross-talks through the cables and NIM bins46 can lead to dis-
tortions in the time spectrum. Earlier investigations on the time recorded
by the VT48 modules showed large non-linearities with frequency multiples
of the TDC clock. COPPER is chosen instead as the time measuring de-
vice. Pulse fitting on COPPER waveforms also provides three times better
time resolution than the VT48. To measure and quantify any remaining
non-linearities, special muon runs are taken every week. For these runs,
the momentum of the beamline is changed to stop “cloud” muons (muons
originating from pion decay near the production target) in the middle of
the target. B1 and T1 time would correspond to the incoming muon and
outgoing decay positron respectively. This method of measuring the non-
linearities from physical beam pulses has the advantage of simulating the
same path in the trigger electronics with similar pulse heights in the coun-
ters as taken by nominal data.
Over 43 M muon events were accumulated between June and November 2011
(Table C.1 in Appendix C lists the runs used). The time spectrum obtained
is very well fit with an exponential as can be seen on Fig.4.21. No traces of
non-linearities are detected47.

46The respective locations of the trigger NIM modules associated with pion and decay
positron were chosen to minimize this effect.

47One can note that the slope of the exponential is about 1% slower than the muon
lifetime table value. This may be caused by a slow muon depolarization (cloud muons
are about 40% polarized) in the target material. If after the fast depolarization, a re-
maining 50% of muons follow an exponential depolarization with a lifetime of ∼ 10 µs,
an enhancement of the lifetime by ∼ 1% could be observed. No measurements of the
time dependence of depolarization in plastic scintillator at low field could be found in the
literature. However, a review paper [131] on muon spin relaxation in conducting polymers
contains a model that is consistent with early measurements of residual polarization in
scintillator at zero field [132, 133] and expectations for the time dependence. For zero
field, the model predicts a rapid depolarization to about 50% of the initial value, followed
by an exponential depolarization with a time constant of ∼10 µs. This would result in
an apparent enhancement of the muon lifetime by ∼1%, as we observe. A special trigger
was built in 2011 to measure the yield difference between forward and backward positrons
from muon decay. The change in the yield asymmetry with time would be an indication
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Figure 4.21: Time spectrum for muon runs fitted with an exponential func-
tion.

4.8 Effects of trigger inefficiencies

Inefficiencies of the downstream trigger counters could distort the time spec-
trum if they were time dependent. Inefficiencies of both T1 and T2 are
therefore measured using special runs during which these counters are con-
secutively excluded from the trigger. Fig.4.22 shows the efficiency of the
T2 counter as a function of the time (measured by T1) after the prompt.
The slope is consistent with zero. Negligible time dependence of inefficiency
is observed. The inefficiency of T1 counter is measured to be smaller than
0.01% with no time dependence.

of depolarization. The analysis of the data is underway. However, we should note that
the effect of muon depolarization in the measurement of the branching ratio is expected
to be small. It can only be seen due to the small difference in the acceptance for positrons
coming from forward and backward muons in the π+ → µ+ → e+ decay chain. The effect
on the lifetime of muons from π+ → µ+νµ decay is estimated to be smaller than 0.1%.
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Figure 4.22: T2 inefficiency as a function of time. The solid red line shows
the best fit to the data.

4.9 Muon decay-in-flight correction

Pion decay-at-rest followed by muon decay-in-flight events (PDAR-MDIF)
cannot be distinguished from π+ → e+νe events since they have similar time
spectra. Fig.4.23 shows the decay time of muons for PDAR-MDIF events
with respect to the pion decay time obtained from MC. The energy spectrum
(recorded by CsI and NaI) of the decay positron from PDAR-MDIF together
with PDAR-MDAR events is shown in Fig.4.24. The positrons which have
an energy greater than 50 MeV will be falsely counted as π+ → e+νe events
in the time fit. The probability (p) of muon decay in flight can be approxi-
mated by:

p ∼ 1− exp
−τµDIF /γ

τµ
∼ 8× 10−6 (4.11)

where γ = 1/
√

1− v2/c2 = 1.039 for the muon kinetic energy of Kµ=4.1 MeV,
τµDIF is the time the muon travels before it stops (τµDIF = 18 ps) and τµ
the muon lifetime. The value of p was confirmed by MC.
From a MC simulation of MDIF, the proportion of positrons from MDIF
that have an energy higher than the Michel end point indicated with a dot-
ted black line in Fig.4.24 is fMDIF=2.99±0.20%. This results in 2.36×10−7

of π+ → µ+ → e+ decays being incorrectly counted as π+ → e+νe decays.
The error assigned to fMDIF comes from the agreement in the energy cal-
ibration between MC and data and on the error on the MDIF shape and
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Figure 4.23: Decay time of muons with respect to the pion decay time for
PDAR-MDIF events.
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Figure 4.24: Positron spectra from muon decay at rest (red thick line) and
muon decay in flight (black thin line) from MC.
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amplitude (which relates to the probability of MDIF calculated above) in
the MC. The agreement between MC and data in the energy calibration
is better than 0.1 MeV. This translates into an error on fMDIF of 0.08%.
The uncertainty on the shape of MDIF is deduced from the difference in the
Michel spectrum shape between MC and data. In an energy range of 5 MeV
to 46 MeV with a 0.4 MeV step, the highest discrepancy in the number of
events between MC and data was of the order of 6%. Conservatively, a 6%
error on fMDIF is taken as the error contribution from the energy spectrum
shape of positrons originating from MDIF. This gives an additional error of
0.18% on fMDIF . The total error is therefore:

σMDIF =
√

0.00082 + 0.00182 = 0.0020 (4.12)

To obtain the correction on the branching ratio, fMDIF is multiplied by the
probability of MDIF. It leads to a multiplicative correction to the branching
ratio of:

CMDIF = 0.9976± 0.00016 (4.13)

4.10 Energy dependence of t0

An energy dependence in t0 (the prompt time) could be induced due to time-
walk (pulse height dependence of the measured time) in T1 counter. Small
signals have a slightly slower rise time, therefore reaching the discriminator
threshold later. However, since fitted waveforms are used to determine the
time of the event, and since there is only a very small energy-loss dependence
on the total energy deposited in the thin plastic scintillators, this effect
should be very small. The amplitude of the time-walk was estimated using
muon runs (the same runs as used for the linearity measurement). For muon
runs, t0 is clearly defined (within the time resolution) as the time of the muon
stop. The edge of the distribution is fitted with a step-function folded with
a gaussian resolution and the evolution of t0 is studied as a function of the
positron energy as shown in Fig.4.25 . The difference in t0 for π+ → e+νe
and π+ → µ+ → e+ events is found to be:

∆t0 = 17± 14 (stat.)± 10 (syst.) ps (4.14)

This translates in a correction on the branching ratio of:

Ct0 = 0.9993± 0.0007 (4.15)
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Figure 4.25: Variation of t0 as a function of the energy deposited in the NaI.
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Chapter 5

Corrections and Systematics

5.1 Tail correction

The main correction to the branching ratio comes from the low energy π+ →
e+νe tail buried under the π+ → µ+ → e+ spectrum. The π+ → e+νe
low energy tail arises from the response function of the calorimeter system
(NaI+CsI) due to leakage of low energy photons from the sides and ends
of the calorimeter and from radiative decays. The tail correction being
relatively large, relying on MC simulation alone for its estimation is not
satisfactory. Therefore an empirical determination of the tail is sought. A
measurement of the calorimeter lineshape with beam positrons with similar
energies as π+ → e+νe positrons could give an estimate of the low energy
tail. However, because of the momentum distribution of beam positrons
and additional low energy components due to scattering in the beamline,
the lineshape measurement only gives access to an upper-limit on the tail
fraction. A lower-limit on the tail is obtained by suppressing the π+ →
µ+ → e+ decay in order to get an estimate of the π+ → e+νe low energy tail
buried under the remaining π+ → µ+ → e+ background. The combination
of upper and lower limits gives access to the tail fraction.

5.1.1 Suppressed spectrum

A π+ → e+νe energy spectrum with a small contamination of π+ → µ+ →
e+ decays (“suppressed spectrum”) is obtained by applying a set of cuts
that preferentially removes π+ → µ+ → e+ decays.

Basic cuts

The same pion selection and background rejection cuts presented from §4.4.2
to §4.4.6 are applied to the data. A first suppression of the π+ → µ+ → e+

background can be obtained with an early time cut: 7 < t < 33 ns with
respect to the prompt which takes advantage of the slower decaying muon.
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5.1. Tail correction

The muon from π+ → µ+νµ decay also leaves 4.1 MeV48 in the target.
Therefore the “Total energy” (the sum of the energy deposited in B1, B2,
S1, S2 and Tg) can be used to obtain another suppression factor. The
Total Energy cut, 15.7< Etot <16.8 MeV, is shown in Fig.5.1. Since this
cut is applied after the time cut, the energy of both incoming and outgoing
particles in the target are contained within the selected time window. The
Total Energy integrated over ∼ 100 ns therefore contains the full energy
deposited in the target.
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ν + e→+π

+ e→ +µ →+π

Figure 5.1: Sum of energies deposited in B1, B2, S1, S2 and Tg after the
time cut. The vertical red lines show the cut limits that select π+ → e+νe
events.

Another set of π+ → µ+ → e+ suppression cuts is also applied. The cuts
are described in the following paragraphs.

Tracking Cut

The main background after the Total Energy cut comes from pion decays-in-
flight before the target. Those events leave an energy similar to π+ → e+νe

48Because of saturation in the target, the π+ → µ+ → e+ and π+ → e+νe peaks are
only separated by 3 MeV in the data.
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5.1. Tail correction

events in the target. Fig.3.22 in §3.2.7 shows the different decay-in-flight
backgrounds and the tracking detector arrangement. PDIF that happens
between the two upstream trackers (Tr1 and Tr2) can be identified and
rejected as shown by MC simulation (see Fig.3.23). The tracking package
[126] used for the track reconstruction identifies all hits in each tracking
plane and fits a track to all possible hit combinations49. The different tracks
are then ordered by increasing χ2. The second tracker however consists only
of four planes which is the minimum amount of information needed to define
a track. Therefore, all reconstructed tracks in Tr2 are equally probable. To
avoid position bias, from a noisy strip for example, only events which have
a single track in Tr2 are selected (which represents more than 99% of the
events). For Tr1 the track with the best χ2 is used. Fig.5.2 shows the
angle between the track reconstructed in Tr1 and Tr2 for π+ → e+νe and
π+ → µ+ → e+ events selected through their energy deposit in the NaI,
together with the kink cut position chosen to optimize the signal to noise
ratio (S/

√
N).

S3 Energy Cut

The tracking cut can only suppress PDIF happening before the upstream
silicon planes. About 1/2 of the PDIF remain after this cut. An additional
suppression of this background can be obtained with a cut in the energy
deposited in S3. Muons from PDIF get an extra boost and although they
must traverse more material upstream of the target they tend to leak outside
of the target into S3. MC simulation showed that about 30% of muons from
PDIF after S1 traverse the target. If muons leak into S3, they deposit more
energy than the decay positron and can therefore be suppressed. Fig.5.3
shows the energy deposited in S3 as a function of the Total Energy and
the energy deposited in the second plane of S3 versus its first plane. The
left plot clearly shows two high energy bands in S3 which leak into the
π+ → e+νe Total Energy region. One can also see that the lower energy
band (1.3 < ES3 < 1.7 MeV) tends to have more Total Energy. These are
PDIF events which happen the farthest away from the target and stop in
the first plane of S3. Those events are concentrated in the bottom orange
dotted box in the right plot of Fig.5.3. Similarly, the events in the top
dotted box in the right figure correspond to the events in the higher energy
band in the left figure. Those are muons having enough energy to traverse
both S3 planes. The bands (indicated with the blacks arrows) connecting

49Due to the charge division scheme, see §3.2.4, the position of a hit in the silicon planes
has to be reconstructed from the charge deposit pattern.
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Figure 5.2: Kink angle for π+ → e+νe events (ENaI > 55 MeV) and π+ →
µ+ → e+ (ENaI < 30 MeV) events. The vertical red line indicates the
position of the cut.
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the two boxes in the right figure are events leaking from the first plane to
the second plane of S3. The events going from the bottom to the top tend
to have lower kink angle and decay closer to the target. Those bands should
actually be a single band. The separation is due to the different amount
of energy seen by the silicon planes depending of the number of strips hit.
Because of the threshold on the silicon detectors, the energy recorded by
silicon grows with the number of strips hit (and read out). Finally, because
of saturation in the silicon planes, the peaks from muons stopping in the
plane and muons going through are merged. The S3 cut position is shown
as a red curve in the right plot of Fig.5.3. It is a “soft” cut to minimize the
suppression of Bhabha-scattered events which are roughly concentrated in
the green ellipse. This cut has been reproduced in MC and shows that less
than 2% of Bhabha-scattered events are suppressed by this cut. The events
accepted by this cut include the events for which no energy was recorded
in S3. Indeed, in 2009, it was noticed that a cross-talk that was associated
with the pion time affected the pedestal level of S3 making it inefficient as
a function of the decay time (since there is data suppression on the silicon
detector, events which were missed because of pedestal fluctuation could
not be recovered). This cross-talk was reduced to a very small level for 2010
data-taking but to prevent possible systematics, no low energy cut is made
on S3.

Pulse Shape Cut

For every event, the target waveform recorded by COPPER is consecutively
fitted with a 2-pulse (which fits the pion and positron waveforms in the
case of a π+ → e+νe decay) and 3-pulse (which fits the pion, muon and
positron waveforms in the case of a π+ → µ+ → e+ decay) function. The
template for the pulses are obtained in the same way as for B1 and T1 fits
(see §4.5.1). In the 2-pulse fit, the timing of the first and the second pulses
are determined by B1 and T1 timings respectively. For the 3-pulse fit, the
result from the 2 pulse fit is first subtracted from the waveform. The highest
peak after subtraction is associated with the muon and is taken as an input
parameter for the muon PH in the 3-pulse fit. Fig.5.4 shows an example
of a target waveform with the 2-pulse and 3-pulse fit results. The timing
of the highest peak is also used as an input parameter for the muon time
in the 3-pulse fit. This procedure helps constraining the time of the muon
pulse. For early pion decay, the 2-pulse and 3-pulse fits tend to give similar
results for π+ → µ+ → e+ events. The χ2 discrimination is therefore only
effective for pion decays happening ∼10 ns after the pion stop. For later
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Figure 5.3: Left: Energy deposited in S3 as a function of the energy de-
posited in the upstream detectors (Total Energy). The red vertical lines
indicate the position of the Total Energy cut. The orange dotted boxes
indicate the region where muons (from PDIF) which leaked downstream of
the target are concentrated. Right: Energy deposited in the second plane
of S3 (S3 Y) versus its first plane (S3 X). The red curve indicates the cut
position. See associated text for detailed explanation.
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Figure 5.4: Comparison of 3-pulse fit and 2-pulse fit on an early (the pion
minus the positron time is smaller than 40 ns) π+ → µ+ → e+ event in the
target.

decays, a comparison between the 2-pulse and 3-pulse fit χ2 helps reduce
the remaining π+ → µ+ → e+ background. Fig.5.5 shows the Total Energy
as a function of the difference in the 2-pulse and 3-pulse fit χ2 (before the
Total Energy and Early time cut are applied) together with the cut value
(vertical red line).

Summary

The summary of all cuts and their effects on the NaI+CsI50 spectrum is
listed in Table 5.1. The signal efficiency has been estimated with a sample
of π+ → e+νe events selected with the energy deposited in the NaI (ENaI >
55 MeV). Fig.5.6 shows the NaI+CsI energy spectrum after each cut.

5.1.2 Lower limit estimation

The suppressed spectrum obtained after the cuts described above can serve
to extract a lower limit on the tail in the following way (Fig.5.7 illustrates

50Energy in the NaI is calculated based on the Qwwf variable while Qf is used for the
CsI since it is a much faster scintillator.
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Figure 5.5: Contour plot of the Total Energy as a function of ∆χ2 =
χ2

2-pulse − χ
2
3-pulse for π+ → e+νe (ENaI > 55 MeV) and π+ → µ+ → e+

(amplitude of the muon in the 3-pulse fit is larger than 0) events. The red
horizontal lines show the Total Energy cut. The vertical red line gives the
value of the pulse shape cut. This figure shows events before any suppression
cuts.

Table 5.1: Summary of the suppressed spectrum cuts. The low energy frac-
tion represents the integral of events below 50 MeV divided by the integral
of the full energy spectrum. The signal efficiencies are non-cumulative which
means that they are representative of the efficiency of each cut while the low
energy fraction is cumulative. The * indicates potentially energy-dependent
cuts.

Cuts Low energy fraction [%] Signal efficiency [%]

Time 99.0 82.85

Total Energy * 30.7 76.80

Kink 18.4 93.14

S3 * 17.7 99.99

Pulse Shape * 16.7 99.46
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Figure 5.6: Evolution of NaI+CsI energy spectrum after each suppression
cut. The legend indicates the fraction of low energy events after each cut (see
Table 5.1). The dotted vertical line indicates the energy boundary below
which events contribute to the “low energy” part.
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the method). The counts in the suppressed spectrum are summed from zero
energy to an energy i (less than 50 MeV, the edge of the Michel spectrum
as recorded by the calorimeters). This sum is called a[i]. If we assume
that all those events are coming from the remaining unsupressed π+ →
µ+ → e+ background in the spectrum, we can calculate, based on the µ+ →
e+νeν̄µ spectrum shape obtained by a selection of late (t>100 ns) decays,
the fraction of the total number of events that a[i] should represent. This
ratio is obtained by summing the counts in π+ → µ+ → e+ spectrum from
zero energy to the same energy i to obtain b[i]. b[i] is then divided by the
total number of events (B) in the π+ → µ+ → e+ spectrum (from 0 to
50 MeV). a[i] divided by this ratio gives the total number of events (from
0 MeV to 50 MeV) that should be present in the suppressed spectrum from
π+ → µ+ → e+ decays. If we subtract this number from the actual total
number of events counted in the suppressed spectrum (this number is called
A), we get the estimated lower limit on the tail (Ll[i]). Eq.5.1 summarizes
this procedure.

Ll[i] = A− a[i]
B

b[i]
(5.1)

This procedure is repeated at different energies. For low energies, the as-
sumption that there is no tail in the suppressed spectrum is good but the
statistical significance of the limit is poor. The higher the energy, the better
the statistics but the worse the assumption. The lower limit at different
radial cuts51 is shown in Fig.5.16 together with the upper limit obtained
from the lineshape measurement described in §5.1.3 and following sections.
We should note that to obtain this lower limit we assumed that the remain-
ing background in the spectrum has the same shape as the one that was
subtracted. This is correct for PDIF and PDAR52 events but is not cor-
rect for PDAR-MDIF. This will lead to a correction to the tail that will be
detailed in §5.1.5.

5.1.3 Lineshape measurement

The lineshape measurement consists of data taken with a collimated positron
beam at a momentum of 70 MeV/c, hitting the center of the NaI crystal with
different entrance angles. These data give access to the response function

51The same radial cut is applied to the event sample from which the µ+ → e+νeν̄µ
spectrum shape is extracted.

52Muons from PDIF events which pass the Total Energy cut stop on average around
300 µm from the center of the target. There is therefore a negligible difference in the
energy lost by positrons in the target from PDIF and PDAR events.
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Figure 5.7: Illustration of the lower limit estimation technique using the sup-
pressed spectrum. The shape of π+ → µ+ → e+ events in the calorimeters
is obtained by selecting late (t> 100 ns) muon decays.
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of the calorimeter at different angles which simulates the entrance angle
of the π+ → e+νe positrons. If the radiative decay spectrum is added
and a correction made for the absence of the target, T1 and S3 counters,
the tail produced by positrons from π+ → e+νe decay should be correctly
obtained from those measurements. However, due to the beam momentum
dispersion and additional tail caused by scattering in the beamline, the
spectrum obtained with beam positrons is broader than the π+ → e+νe
spectrum. Therefore, the lineshape measurement provides an upper limit
for the π+ → e+νe low energy tail.
A series of measurements was taken at the end of the 2009 beamtime for
the NaI lineshape53. Table 5.2 gives a summary of the data taken. The
angles referred to are shown in Fig.3.19. Due to spatial constraints at that

Table 5.2: List of special positron runs taken in 2009. The * indicates the
runs taken with an additional 1/4 inch-thick scintillator in front of the NaI.

Date run number range θ angle ϕ angle

2009/11/30 26827-26955 0 90

2009/11/28 26383-26397 15 90

2009/11/28 26398-26410 15 90 *

2009/11/27 26301-26312 27 90

2009/11/27 26314-26383 27 90 *

2009/11/27 26245-26257 35 90

2009/11/27 26258-26282 35 90 *

2009/11/30 26762-26785 40 90

2009/11/30 26786-26812 40 90 *

2009/11/28 26410-26433 -18 90 *

2009/11/28 26434-26455 -30 90 *

2009/11/28 26456-26481 -36 90 *

2009/11/28 26482-26568 -43 90 *

time, the maximum angle that could be reached is θ = −43° whereas the
acceptance cut on π+ → e+νe events made in this analysis reach angles up
to 47°.

53At the time of the lineshape measurements, the calibration of the CsI detector was
not done (too few cosmic events were collected) and the HV settings changed between the
2009 and 2010 runs. So, it is not possible to obtain the CsI lineshape using those data.

123



5.1. Tail correction

The measurements were taken to estimate the effect of the entrance angle
of the positron from π+ → e+νe decay on the low energy tail. Indeed,
the higher the entrance angle, the larger the shower leakage and therefore
the larger the tail. However, the π+ → e+νe positrons entering the crystal
with an angle also enter the crystal off-center. Since the lineshape data
were all taken on-center, the measurements tend to underestimate the tail
fraction54. To take this effect into account, the catalogue of all entrance
angles for the lineshape data is compared with the π+ → e+νe positron
entrance angle and position in the crystal. For tracks hitting the center
of the crystal at an angle smaller than 27° 55 which correspond to tracks
pointing toward the back face of the crystal (as opposed to the sides), the
tracks with the same distance from the edge of the crystal measured at
the back are considered to have the same lineshape. For higher angles,
the tracks with the same distance traveled in the crystal are taken to have
the same effect on the tail. Fig.5.8 illustrates this procedure. The effect
of the tracks entering at angles between the measured ones (e.g.: between
0 and 10° etc.) is interpolated. This procedure is tested with MC and
shows that the ratio of the tail fractions between the off-center measurement
and its associated on-center measurement averaged over all angles up to
40° is 1±0.02. After this matching procedure, those angles were weighted
according to the corresponding π+ → e+νe acceptance. Since lineshape
data were taken without the PIENU-I detector (see Fig.3.19) the energy
deposited by the π+ → e+νe positrons in the downstream counters (half
of the target, S3 and T1) needs to be subtracted from the lineshape. The
energy distributions in those counters are obtained from MC and sampled
on an event-by-event basis and subtracted from the lineshape. Finally the
radiative decay spectrum generated by MC is added56. Fig.5.9 shows the
obtained lineshape spectrum compared with the suppressed spectrum for
two different radial cuts in WC3. The bottom plots show the ratio of the
number of events in the suppressed spectrum and the lineshape within a
1 MeV region. This illustrates the level of agreement reached at different
energies. The lineshape and the suppressed spectrum can only be compared
down to ∼55 MeV, below which the π+ → µ+ → e+ background left in
the suppressed spectrum dominates. For higher energies, the agreement
is very good showing that this procedure worked. We should also note

54For the 2011 beamtime a technique was developed to rotate the crystal around the
target to be able to measure the same off-center angles with beam positrons as with
π+ → e+νe decays.

5527° corresponds to the track pointing to the back corner of the crystal.
56See §6.3 for the details of the radiative decay simulation in the MC.
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Figure 5.8: Illustration of the matching procedure which associates off-center
(π+ → e+νe ) tracks with on-center (lineshape) ones. The off-center and
on-center tracks which have similar contributions to the tail fraction are
labelled “same effect”. See text for details.
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that the lineshape data should have a slightly broader spectrum due to the
contribution from the beam. This is what is observed in Fig.5.9. Unless
otherwise stated, “data lineshape” will from now on refer to the lineshape
obtained with the matching procedure described above.
Unfortunately the data lineshape only reaches an angle of 43° and the CsI
lineshape is not included. This means that this data cannot be used directly
to estimate the upper limit on the tail. However it will serve as an input to
the MC simulation. The most challenging part for the MC is to reproduce
the peaks arising from neutron escape from the crystal (see §3.2.7). In
Fig.5.9, the first peak57 can be clearly seen. The difference between the
number of events in the data lineshape and π+ → e+νe spectrum over the
lineshape at the location of this first peak58 is around 5±2% as shown in
the bottom plots of Fig.5.9. The data lineshape can therefore serve as a
check of the MC simulation of the lineshape up to angles of 43° and down
to very low energies which cannot be achieved by the suppressed spectrum
due to the background which is dominant below 50 MeV. The next section
will deal with obtaining the lineshape from the MC simulation.

5.1.4 Upper limit estimation from Monte Carlo

Addition of Photo-nuclear effects in the MC

As already discussed in §3.2.7, the “raw” MC with hadronic reactions turned
on did not accurately reproduce the photo-nuclear peak amplitudes. Two
different physics packages were tried: the standard hadronic physics lists
(QGSP BERT) and a very similar list containing better description of neu-
trons (QGSP BERT HP, HP stands for “High Precision Neutron Tracking”).
The two gave different peak amplitudes but neither of them agreed with the
data at the level required. Those lists are based on the interpolation of
experimentally determined neutron cross-sections with a sample of nuclei.
The neutrons contributing to the peaks in our spectrum typically encounter
20 elastic scatterings in the NaI crystal before escaping. A small error in
the interpolation can have a sizeable effect over 20 scatterings. Since the
MC simulation has to reproduce the lineshape data accurately in order to
be used for the upper-limit estimation, the peaks were extracted from the
data and input into the MC. This procedure is described below:

57Throughout this section, we will call “the first peak” the peak at ca. 8 MeV below
the main π+ → e+νe peak.

58The second peak is around 50 MeV which is in the region contaminated by background
in the suppressed spectrum.
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Figure 5.9: Top: Lineshape (with radiative corrections added and scintilla-
tor energies subtracted) obtained with data and compared to the π+ → e+νe
suppressed spectrum at two different radial cuts. The lineshape distribution
is scaled to agree with the suppressed spectrum at the position of the peak.
Discrepancy in the resolution of the peak is expected due on one hand to the
additional scattering in the beamline for the data lineshape and on another
hand to the Total Energy cut applied to the suppressed spectrum data. Bot-
tom: Level of agreement of the lineshape data and the suppressed spectrum
between 52 and 67 MeV. Each point represents the percentage difference be-
tween lineshape and suppressed spectrum in the number of events present
in a 1 MeV energy region before the point. Since the lineshape spectrum
is a construction of different statistical samples including interpolated spec-
tra, the statistical errors are not representative. The error bars included
in these plots are based on the suppressed spectrum statistics and are only
indicative. The horizontal dotted lines indicate the 10% level agreement.
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• A MC simulation with a positron beam hitting the center of the NaI
crystal (without PIENU-I detector) is generated without hadronic in-
teractions (only electro-magnetic interactions contribute to the MC
spectrum. The only part of the QGSP BERT physics list used is:
G4EMStandard). This distribution is subtracted from the lineshape
data at θ = 0° . The spectrum obtained between 32 and 61 MeV con-
tains the shape and the amplitude of the “neutron-escape” peaks at
θ = 0° .

• This spectrum is added to the MC at each angle. The amplitude of
the peaks is assumed to be independent of the angle (see discussion
below on the validity of this assumption). At high entrance angles,
positrons deposit more energy into T2, the main peak in the NaI is
therefore shifted with angle. To take into account this shift, the peaks
are always added at a fixed energy from the main peak at each angle.

• Although the amplitude is assumed to be independent of the entrance
angle of the positron, the broadening of the peak is not. For each
angle, the broadening of the main positron peak is compared bin by
bin to the shape of the peak at θ = 0° . The same broadening ratio is
applied to the three peaks59. As the angle grows so does the width of
the peaks which tend to leak into the lower energy peaks. To take this
into account, the first peak (at E∼60 MeV) is first broadened. The
part of its peak which is leaking under the second peak is subtracted
from the latter one before its own broadening. The same procedure is
repeated for all three peaks.

Fig.5.10 shows the comparison of the data and MC lineshapes at all mea-
sured angles. The agreement around the peak regions (shown by the arrows)
is very good60 demonstrating that this procedure works. For the 0° config-
uration, the fourth “neutron-escape” peak is also noticeable. This peak is
not added to the MC since it has a negligible effect on the tail. We should
also note that there is no implementation of pile-up in the MC simulation,
which explains the lack of events above the main positron peak in the MC.
Given the level of agreement between MC and data for energies below the
main positron peak, the effect of the high energy background on the low
energy tail fraction is estimated to be less than a few percent.

59The three peaks correspond to 1, 2 and 3 neutron escapes from the crystal.
60The agreement for the angle θ = 15° is worse. This will be discussed in the next

paragraph.
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The main assumption of this procedure is that the amplitude of the “neutron-
escape” peaks is the same at all angles (and also that the electromagnetic
part of the MC is correctly simulated).
So far, we have only considered particles hitting the front face of the NaI at
its center. π+ → e+νe positrons hitting the front face off-center and at high
angles might provide different contributions. Naively, one would think that
at higher angles, the height of the photo-nuclear peak might decrease due to
the smaller amount of material traversed by the shower photons (less mate-
rial to interact with). On the other hand, due also to the smaller amount
of material, the neutron reabsorption probability in the crystal would de-
crease which would lead to a relative increase of the peaks. On the left plot
of Fig.5.11, the mean length of material traversed by the shower particles
(e±, γ) is shown as a function of the positron entrance radius (this is for
e+ emitted isotropically like π+ → e+νe positrons). The crossing of the
red lines indicates the mean value for our radial cut of R=60 mm. On the
right plot of Fig.5.11, the amount of material traversed by the photon before
absorption by a nucleus is shown. This indicates that most of the photo-
nuclear events happen within a few radiation lengths from the surface of the
crystal. Therefore the amount of material “seen” by the shower particles is
typically the same at all considered angles.
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Figure 5.10: Comparison of the data (without matching procedure) and MC lineshapes with beam positrons
hitting the center of the crystal at five different angles. The bottom right plot shows the tail fraction for both MC
and data.
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Figure 5.11: Left: The mean traversed length in the crystal as a function
of the entrance radius measured by WC3. Right: Traversed length in the
NaI before a photon is absorbed by a nucleus (MC).

Also, one should note that at higher angles the tail is dominated by shower
leakages. This is illustrated by Fig.5.12. The contribution from photo-
nuclear reactions stays the same but its relative importance on the tail
decreases at high angles.
The next step for the validation of the procedure of adding the effect from
neutron escape seen in the data into the MC is to produce a MC line-
shape with positrons entering the NaI off- and on-center (which simulates
π+ → e+νe positrons path length in the crystal) and compare it to the data
lineshape obtained after the matching procedure. The peaks from neutron
escape are implemented the same way in the off-center case as they were
for the on-center case. The comparison between the isotropic MC and the
data lineshape is shown in Fig.5.13 for three different radial cuts. The bot-
tom plots show the level of agreement between the MC and data spectra.
Since the peaks of the spectra are scaled to each other, the error bars are
only indicative of the level of precision reached based on the MC statistics
(since the data lineshape is a construction). For the two higher radii, the
agreement is within 10% at every energy and better than 4% on the entire
energy range. The vertical dotted lines in the bottom plots show the band
in which 90% of the tail below 54 MeV is contained61. That shows that

61In this lineshape section, 54 MeV is used as a cutoff energy to compare the MC and
data tail fractions. There is no direct relation with the nominal cut-off energy at 50 MeV
used later in this chapter to determine the final tail fraction. If one takes into account
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Figure 5.12: MC simulation of the increase of the tail fraction as a function
of the beam positron angle hitting the center of the NaI crystal with or
without photo-nuclear reactions.

energies below 42 MeV have very little effect on the tail. The R=20 mm
spectra shows a higher discrepancy. This has not been understood to-date
but it should be noted that the radial cuts are inclusive meaning that the
cut at R=40 mm, for example, includes all smaller radii. This shows that
the disagreement at R=20 mm has very little impact on the full lineshape
due to the limited solid angle.
The discrepancy between MC and true data for angles close to 20° can also
be seen in the direct comparison of the lineshape measurements (without
the matching procedure described in §5.1.3) to a MC simulation of beam
positrons. Fig.5.14 shows this comparison. The tail value at high angles is
very sensitive to an error in the rotation angle. We estimate that the preci-
sion in the determination of the angle at which the crystal was rotated is of
the order of 1°62. Fig.5.14 shows the 1° band from the MC simulation. All

the energy deposited in the downstream scintillators, a cut-off energy at 52 MeV for the
lineshape would be closer to the nominal cut-off.

62Measurement of the rotation angle was done with the help of plumb-bob attached
to the NaI can. Displacement distances were measured on the floor of the experimental
area with conventional rulers. A more sophisticated angle measurement method has been
developed for the 2011 lineshape measurements.
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lineshape measurements except the 15° point are within this 1° band which
tends to exclude a measurement error63 as the source of the discrepancy.
Since this error has a very limited effect on the overall tail fraction determi-
nation, no further investigations have been carried out.
Finally, Fig.5.15 shows the tail value below 54 MeV obtained at different
angles from MC and data lineshape. The agreement between those two is
better than 4% at R=40 mm which is a satisfying agreement for the esti-
mation of the upper limit from the MC lineshape.

63An error in the angle measurement of ∼4° would be necessary to explain the discrep-
ancy.
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Figure 5.13: Top: MC and data lineshapes at three different radial cuts. Bottom: Level of agreement between
MC and data. Each point represents the percentage difference between the data and MC lineshapes in the number
of events present in a 1 MeV energy region before the point. The vertical dotted lines show the band in which
90% of the tail below 54 MeV is contained. The horizontal dotted lines indicate the 10% level agreement.
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Figure 5.14: Comparison of the lineshape measurements with a MC sim-
ulation of beam positrons. The precision on the measurement of the NaI
rotation angle is estimated to be 1° (blue band).

Estimation of the upper limit

On top of the procedure described above to include the effect of photo-
nuclear reactions into the MC, other steps are involved to match the MC
and data lineshapes in order to be able to determine the upper limit from
the MC. For reference, the contribution from each step to the total tail is
detailed in Table 5.3.
First, the real beam spatial distribution and energy spread are input into
the MC. The generation of the beam distribution is detailed in §6.1.1. The
resolution of the NaI is added to the MC based on the lineshape data.
The positrons from the π+ → e+νe decay have to traverse the downstream
counters while the lineshape positrons were taken without the PIENU-I
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Figure 5.15: Tail fraction estimated from MC and data lineshapes. The
error bars on the tail fraction extracted from the data lineshape represent
the uncertainty on the matching procedure (as determined from MC). The
error bars on the tail fraction from the MC lineshape represent the aver-
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measurement smaller than the acceptance cut (for example, at R=30, the
average difference in the tail fractions between MC and data at θ = 0° , 15°
and 27° is taken as the error on the tail).
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detector. The energy deposited in the downstream counters by the positrons
(obtained from data) is therefore subtracted from the MC lineshape. Finally,
the radiative decay spectrum is added to the MC lineshape, see §6.3.

Table 5.3: List of the low energy tail components based on lineshape ob-
tained with MC and data. For items 1 to 6, the tail below 52 MeV is con-
sidered while items 7 and 8 (after the subtraction of the energy deposited
in the downstream counters) consider the tail below ∼50 MeV.

Effects Tail (NaI)
at R=60 mm

1. Isotropic positron beam, 69.3 MeV 2.06%
2. Distribution in z taken from pion stopping distribution 2.01%
3. Addition of momentum spread (σ =0.44 MeV) 2.13%
4. Addition of NaI resolution 2.24%
5. Addition of 0 degree “neutron-escape” peaks 2.48%
6. Smearing of “neutron-escape” peaks 2.85%
7. Addition of Tg, S3 and T1 energies 2.85%
8. Addition of Radiative decay 3.29%

The tail fraction is greatly increased if one does not add to the NaI energy
the energy deposited in the CsI detector, e.g. at R=60 mm the tail is ∼3.3%
without the use of CsI. Before obtaining the MC lineshape with the CsI
information added, the validity of the CsI simulation in the MC has to be
confirmed. The same threshold as in the data is applied to the MC (2 MeV

per crystal) and a Gaussian energy resolution of the form exp −x2
2(σ
√
E)2

with

σ = 0.2 is applied to the distribution of each of the CsI rings to match the
data distribution. The comparison for π+ → e+νe events in MC and data
of the ratio of the number of events which pass the CsI threshold over the
total number of events shows an agreement better than 3% (see §6.2.4).
Finally, the upper limit is obtained by summing the counts in the MC line-
shape up to an energy i and subtracting this number from a[i] obtained
from the suppressed spectrum (see Fig.5.7) before the multiplication by the
ratio of the events estimated by the π+ → µ+ → e+ spectrum. If we call c[i]
the sum of the counts in the MC lineshape up to an energy i and Ul[i] the
upper limit value at this energy, an analogue of eq.5.1 is obtained (eq.5.2)
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for the upper limit.

Ul[i] = A− (a[i]− c[i]) B
b[i]

(5.2)

Since the lineshape has additional low energy components, an over-subtraction
of the tail is done which leads to underestimating the background compo-
nent. Thus, an upper limit on the tail is obtained. Fig.5.16 shows the upper
limit on the tail fraction obtained from the MC lineshape together with
the lower limit from the suppressed spectrum (see §5.1.2) obtained at two
different radial cuts with and without the addition of CsI energy. The tail
fractions are obtained by dividing the number of counts in the tail obtained
by equation 5.1 and 5.2 by the number of counts in the spectrum above the
50 MeV cut-off. For low energies, since the π+ → e+νe tail component is
small, the effect of underestimating the π+ → µ+ → e+ background on the
upper-limit determination is small but the statistical uncertainty is large.
The higher the energy, the worse is the estimation of the background which
leads to the rise of the upper-limit with energies. Similarly, for the lower-
limit, the assumption of no π+ → e+νe low energy tail is good at low energies
but becomes worse as the integration to higher energies is done. This results
in the downward-curved shape of the lower-limit. As per construction, the
value of the lower limit hits zero at 50 MeV.

Results

From Fig.5.16, we see that the upper and lower limits constrain the value of
the tail in a range of energies where statistical uncertainties are good enough
and before the divergence of the limits. The upper limit is determined as
the point (with the addition of the 1σ error) with the tightest constraint.
Similarly, the lower limit is taken as the point (with the subtraction of the 1σ
error) with the tightest constraint. The average of those two points (without
the 1σ error) is used as an estimate of the tail fraction. This value is shown
as a solid horizontal line in Fig.5.16.
The error on the tail fraction is a combination of statistical and systematic
uncertainties. An estimate of the systematics is obtained by taking the
standard deviation of the uniform distribution between the dashed lines in
Fig.5.16. The statistical error is reflected by the error bars on the points
at the lower and upper bounds. The largest error bar of those two bounds
is taken as the statistical error estimate on the tail. The statistical and
systematic uncertainties are summed in quadrature and indicated on each
plot in Fig.5.16.
At R=60 mm with the addition of CsI energy, the π+ → e+νe tail fraction
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obtained from the upper-lower limit technique and the associated systematic
and statistical errors are:

σUL(syst.) =
0.0032√

12
= 0.00092 (5.3)

σUL(stat.) = 0.00246 (5.4)

fUL = 0.97± 0.26% (5.5)

The statistical error largely dominates the total error.
An independent estimate of the systematics on the upper limit can be ob-
tained from the combination of the uncertainties in the procedure to obtain
a MC lineshape. An error of 4% on the tail seen by the NaI is estimated after
addition of the “neutron-escape” peaks to the NaI lineshape (this includes
the 2% uncertainty on the tail from the matching procedure). An additional
3% error is estimated on the tail fraction seen by the CsI. Those contribu-
tions give an estimate of the total systematic error on the upper limit of
9.1×10−4 in agreement with the uncertainty extracted from the upper and
lower limits.
Additional systematic errors arise from the uncertainties on the shape sub-
tracted from the suppressed spectrum in order to obtain the upper and lower
limits. This will be discussed in the next section.
We estimate that the systematics can be improved by at least a factor two
with the new lineshape measurement made in 2011. Following the analysis
of 2010 data, a new technique has been developed to rotate the calorimeter
in order to get access to the lineshape for positrons hitting the crystal off-
center. Moreover, information from the energy leaked in the CsI has also
been recorded together with cosmic-ray events enabling a proper calibration
of the CsI.
The statistical error can be improved with a larger π+ → e+νe data set and
more suppression of the low energy background. Because a larger suppres-
sion would affect the shape of the π+ → e+νe spectrum, larger corrections
would have to be made. An optimum would have to be found between the
level of suppression and the number and amplitudes of the corrections.
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Figure 5.16: Top: Upper (thin blue solid line) and lower (thick red dotted line) limits on the tail at two different
radial cuts (NaI only). Bottom: Upper and lower limit on the tail at two different radial cuts (NaI and CsI).
The tail fraction and the error obtained (see text) are indicated on each figure. The dotted horizontal lines show
the values of the upper and lower bounds. The solid horizontal lines indicate the tail fraction. To help visualizing
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the 1σ error on the tail faction is represented by the blue hatched area.
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5.1.5 Corrections to the tail fraction

The cuts applied to obtain the suppressed spectrum for the lower and upper
limits are not applied to the data used to obtain the raw branching ratio and
could therefore create a bias. Table 5.1 indicates the cuts which are energy
dependent and can potentially affect the π+ → e+νe tail. A correction on
the tail fraction has to be made for the events which are removed from the
tail by those cuts. On top of the energy dependent correction, a correction
has to be applied for MDIF events. Those two corrections are detailed in
the following paragraphs.

Muon DIF correction

As mentioned in §4.9, the probability (p) of MDIF is 8 × 10−6. Fig.4.24
showed the energy distribution in the calorimeters of MDIF events compared
to MDAR. The Total Energy cut has a negligible impact on the shape of
the MDIF spectrum in the calorimeters. Up to an energy of ∼38 MeV,
the shapes of MDAR and MDIF are similar. Since both the upper and
lower limits are estimated by points below 38 MeV (see Fig.5.16), we can
consider that the difference in the shapes of MDAR and MDIF does not
affect the estimate of the tail. However, because MDIF events leak beyond
the 50 MeV boundary, a correction on the tail fraction has to be made. Let’s
estimate the contribution of MDIF in the tail. A MC simulation shows that
22.7% (CTg) of MDIF remain after the Total Energy cut shown in Fig.5.17.
All other suppressed spectrum cuts will have the same signal efficiency as
π+ → e+νe events (see Table 5.1). Taking the theoretical branching ratio
R = 1.24 × 10−4 and the efficiency of the target cut on π+ → e+νe events
from Table 5.1, one finds the ratio (Q) of MDIF to π+ → e+νe events:

Q =
p× CTg
ETg ×R

=
8.10−6 × 0.227

0.7680× 1.24.10−4
= 1.91× 10−2 (5.6)

This corresponds to 11.44% (1.91/16.7%) of the low energy tail in the sup-
pressed spectrum. Since the extrapolation to 50 MeV to obtain the upper
and lower limits is done by integrating the full spectrum up to 50 MeV and
2.99% of the total number of MDIF are not contained within this energy
range, an over-subtraction of the background by 0.0299×0.1144 is done.
This would lead to a correction to the π+ → e+νe tail of +0.0034.
The fraction of MDIF in the suppressed spectrum is confirmed with a si-
multaneous fit of both the energy recorded in the calorimeters and the time
spectra for the events in the suppressed spectrum. Fig.5.18 shows the re-
sult of the fit. The energy spectrum of PDIF is obtained from data by
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Figure 5.17: Total beam energy deposited by MDIF events compared to
π+ → e+νe events.

selecting late muon decays while the shapes of MDIF and π+ → e+νe are
obtained from MC. The fit range is 3 to 57 MeV in the energy spectrum
and 10 to 35 ns64 in the time spectrum. The combined χ2 is indicated on
the figure. The fit gives a contamination of MDIF in the low energy tail of
10.77 ±2.81% which is in good agreement with the result of the calculation
made above. MDIF is thus found to make up 1.8% ((10.77×16.7)%) of the
suppressed spectrum which is in very good agreement with an independent
analysis on data taken in 2009 dealing with a search for massive neutrinos
in the suppressed spectrum. This analysis, detailed in chapter 8, found a
contamination of the suppressed spectrum by MDIF of 1.7%. From §4.9,
the error of the MDIF fraction above 50 MeV (fMDIF ) is estimated to be

±0.002. Therefore, the error on the fit (inflated by
√
χ2/NDF ) summed

in quadrature with the error on fMDIF translates to an error of 9.0×10−4

on the π+ → e+νe tail correction from MDIF. Finally, the upper and lower
limit tail fraction with MDIF correction gives a tail fraction (fUL+MDIF )
of:

fUL+MDIF = 0.0097+0.0032±
√

0.00262 + 0.00092 = (1.29±0.28)% (5.7)

64The region closer to the prompt cannot be fitted due to the distortions introduced in
the Early region by the Pulse Shape cut.
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The fit also gives a π+ → e+νe tail fraction (ff ) of:

ff = (6.66± 0.1)%× 16.7% = (1.11± 0.02)% (5.8)

which is consistent with fUL+MDIF but provides an order of magnitude
smaller error estimate due to the strong constraint on the shape of the
π+ → e+νe spectrum in the fit.

Figure 5.18: Left: Energy spectrum in the calorimeters and fit result.
Right: Time spectrum and fitting functions for each component of the
background.

Energy dependent correction

The only energy dependent cut which has a significant effect on the π+ →
e+νe spectrum, and could therefore affect the evaluation of the tail fraction,
is the “Total Energy” cut. Indeed, the kink cut only uses information up-
stream of the target and the pulse shape and S3 cuts have a π+ → e+νe
efficiency close to 100%. The Time cut has no distorting effect.
The Total Energy cut suppresses both events which have lower and higher
total energies. Bhabha-scattering events can produce higher energies in the
target as shown in Fig.5.19. A large fraction of Bhabha-scattered events lie
in the π+ → e+νe tail which results in a positive correction to the tail frac-
tion obtained so far. Also, lower energy positrons emitted together with a
photon tend to deposit more energy in the target and would have been pref-
erentially eliminated by the suppressed spectrum cuts. The correction for
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Figure 5.19: Left: Total Energy of Bhabha-scattering events compared
to the full π+ → e+νe event distribution from MC. The distributions are
scaled to the same peak amplitude. The black dotted vertical lines show
the boundaries of the Total Energy cut. Right: Energy deposited in the
calorimeter for Bhabha-scattering events compared to π+ → e+νe events and
π+ → e+νe after Total Energy (TE) Cut from MC. All three distributions
are scaled to the same peak amplitude.
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this cut is obtained from MC and corresponds to an addition of +0.74% to
the tail fraction. An estimate of the error on this correction can be obtained
by comparing the correlation of the Total Energy with the energy deposited
in the calorimeters obtained with MC and data. Fig.5.20 shows the average
Total Energy versus the energy deposited in the calorimeters for early events
with a small kink cut. The dependence (due to Bhabha-scattering and the
Landau tail of π+ → e+νe events) shape is very well reproduced in the MC
down to an energy of 60 MeV. Below this energy a small contamination in
the suppressed spectrum from MDIF and π+ → µ+ → e+ events with an
additional pileup have a large impact on the Total Energy. The blue band
shows the uncertainty on the initial beam momentum. There is a smaller
than 0.1 MeV discrepancy between MC and data for calorimeter energies
above 60 MeV and therefore well within the uncertainty on the momentum.
The 0.1 MeV discrepancy is taken as an error on the estimate of the energy
dependent correction from MC. It translates into an error of ±0.03% on the
MC correction.
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Figure 5.20: Left: Suppressed spectrum and π+ → e+νe spectrum obtained
from MC. Right: Average Total Energy versus the energy deposited in the
calorimeters for early events with a small kink cut for MC and data.

The MDIF and energy dependent corrections give a total tail fraction esti-
mate of:

fT = (2.03± 0.28)% (5.9)

145



5.2. Acceptance correction

5.1.6 Tail estimation from Monte Carlo

The tail correction can also be directly obtained from a MC simulation of
π+ → e+νe decays with the addition of radiative decays (see §6.3 for details
of the MC generation of radiative decays) and “neutron escape” peaks ex-
tracted from the data.
This gives a tail of fMC = (1.83± 0.09)% at R=60. The stated uncertainty
is taken from the systematic error estimate on the MC lineshape used to
obtain the upper-lower limit since many of the contributions to the simula-
tion (“neutron-escape” peaks, energy resolutions, beam resolution etc) are
identical. However this error is given as an order of magnitude estimate
and does not reflect a thorough study of the possible systematics of the MC
π+ → e+νe simulation.
This tail correction obtained from MC is consistent with the tail obtained
from the upper and lower limit method after correction for the Total En-
ergy cut and MDIF contribution. Fig.5.21 shows a summary of the different
tail corrections and the good level of agreement between the different tail
determination techniques.

5.2 Acceptance correction

Energy dependent effects change the relative acceptance of low- and high-
energy positron events. Those effects include multiple scattering, Bhabha-
scattering, annihilation in flight and trigger losses.

• Multiple scattering denotes the many deflections of the positron due
to the Coulomb force exerted by the nuclei. Those deflections re-
sult in events missing the trigger (called “out-scattered” events) coun-
ters while unperturbed they should have hit them. Similarly events
which should not have triggered are deflected toward the trigger coun-
ters (“in-scattered” events). There is a small net difference between
“in-scattered” and “out-scattered” events which is dependent on the
specific geometry of the trigger counters. However, due to the en-
ergy dependence of the scattering cross-section, the net difference is
slightly different for low (from µ+ → e+νeν̄µ decays) and high (from
π+ → e+νe decays) energy positrons.

• Bhabha-scattering events in which two particles (a positron and an
electron) are emitted from the target may lead to the rejection of the
events. Since Bhabha-scattering cross-section is energy dependent,
this process may have an effect on the acceptance.

146



5.2. Acceptance correction

Tail fraction[%]
0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.5

1

1.5

2

2.5

ULf

UL+MDIFf

ff

Tf

 (with Target Cut)MCf

MCf

Figure 5.21: Summary of the evolution of the tail fraction with corrections.
Identical colours (and marker styles) correspond to independent measure-
ments of the same quantity. The blue triangles represent the tail fractions
with all corrections included. The horizontal dotted lines separate indepen-
dent tail fraction determination techniques. “fMC” indicates the tail fraction
obtained from a MC simulation of π+ → e+νe events with the addition of
“neutron-escape” peaks and radiative decays. The same cuts as used for
the branching ratio analysis are made. “fMC (with target cut)” is similar
to “fMC” but with the addition of the same target cut as made for the sup-
pressed spectrum analysis. All other tail fractions are obtained from data
(see text for details). The vertical solid line and the shaded area indicate
the tail fraction and the error used as the correction to the raw branching
ratio.
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• Annihilation in flight can happen before the trigger counters or before
sufficient energy has been deposited in the counters to pass the thresh-
old leading to the loss of the event. Since annihilation is an energy
dependent process, a correction has to be applied.

• Because the energy loss mechanism is energy dependent, low energy
positrons from the µ+ → e+νeν̄µ decay may stop and deposit their
entire energy before reaching T1 or T2 counters. This leads to trigger
losses and only affects low energy positrons.

The combination of those energy dependent effects leads to a correction on
the branching ratio. This correction was calculated using MC and includes
the cumulated effect on the acceptance of all processes mentioned above65.
Table 5.4 shows a MC estimate of the difference between π+ → µ+ → e+ and
π+ → e+νe events in the effective cross-sections of a few energy dependent
processes.

Table 5.4: MC estimation of the proportion of a few energy dependent
processes for π+ → e+νe and π+ → µ+ → e+ events.

Processes π+ → e+νe [%] π+ → µ+ → e+ [%]

Bhabha-scattering 2.298 ± 0.054 3.009 ± 0.054
Multiple scattering 0.013 ± 0.004 0.109 ± 0.010
Annihilation 0.027 ± 0.005 0.122 ± 0.011

5.2.1 Monte Carlo studies

An analysis of MC data was devised using the same cuts as used in the
data analysis. The ratio of π+ → e+νe and π+ → µ+ → e+ acceptances is
obtained for an acceptance cut of R=60 mm (“nominal” acceptance cut).
Sets of systematic studies are done to estimate the error on the acceptance
correction. Each set requires to simulate 60M events. The description of
each case studied is made below and summarized together with the results
in Table 5.6. For comparison, Table 5.5 lists the expected uncertainties in
the detector geometry. Fig.5.22, 5.23, 5.24, 5.25, 5.26 and 5.27 show the

65We should also note that, due to the 1 mm traversed by the decay muons in the target,
the acceptance is slightly different for positrons from π+ → e+νe and µ+ → e+νeν̄µ decays.
This effect is also included in the acceptance correction.

148



5.2. Acceptance correction

ratio of π+ → e+νe over π+ → µ+ → e+ acceptances as a function of the
radial acceptance cut for each set of systematic studies.

I. The influence of different pion stopping positions along the beam axis
is studied. The nominal pion stop is at the middle of the target. An
uncertainty in the pion stop position would lead to a different path
length for the decay positrons affecting the energy dependent correc-
tions. The stopping position is changed by varying the pion momen-
tum in the MC. The effect of the different cases on the acceptance
ratio is plotted in Fig.5.22. A stopping position 1 mm upstream of the
nominal position has a slightly larger effect than 1 mm downstream,
since it adds material to the positron path. Our knowledge of the po-
sition of the pion stop is on average better than 0.4 mm (see §5.2.3 for
details). At our radial cut of 60 mm, an error of ±0.4 mm on the pion
stop distribution leads to an acceptance correction consistent with the
nominal correction. This shows that the change in the momentum at
the middle of the data taking (Fig.4.6) has no effect on the acceptance
correction.
The width of the pion stopping distribution in the MC is σ ∼0.5 mm
due the momentum spread of the beam. This is consistent with a mo-
mentum bite of 0.5%. Our knowledge of the actual momentum bite
is limited; but from lineshape measurements it is known to be smaller
than 1%. If the momentum bite (Zw in Fig.5.22) is increased to 1% in
the MC, no significant change in the acceptance correction is observed.

II. The displacement along the beam axis of the downstream tracking de-
tectors is studied. S3 and WC3 are displaced while the reconstruction
package assumes the nominal position. Fig.5.23 shows that displace-
ments in both upstream and downstream directions have a very limited
effect, of the order of 5× 10−4 on the ratio of acceptances.

III. The X and Y displacements of the downstream trackers are also stud-
ied, see Fig.5.24 and 5.25. X displacements in WC3 tend to have larger
effects than Y displacements due to the fact that the X coordinate is
well defined in WC3 (one plane is oriented along the X-axis). If WC3
is shifted toward positive values of X, the impact on the acceptance
correction is larger than for negative shifts. This could be explained
by the slight asymmetry of the beam which is shifted toward negative
values of X (see Fig.6.1). A shift of WC3 in the opposite direction in-
creases the discrepancy between the actual angle of the positron track
and the reconstructed one. This has the effect of accepting larger
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5.2. Acceptance correction

angles therefore bringing the correction down.

IV. The effect of different downstream detector thicknesses is studied. T2
thickness has no effect on the acceptance since it is placed downstream
of the WC3. T2 is therefore not included in the study. An increase in
Tg and T1 counter thicknesses has the same effect as an earlier pion
stop in the target: it increases the amount of material the positron
has to traverse. The counter thicknesses are known with an accuracy
better than 100 µm (see Table 5.5). A change in thicknesses within
this range does not affect the correction significantly, see Fig.5.26.
The scintillators are also wrapped in one layer of Aluminized Mylar®

(polyester film) as well as one layer of Tedlar® (polyvinyl fluoride
film), with respective thicknesses of 25 and 50 µm. The addition of
those layers in the MC has a negligible effect on the acceptance cor-
rection.

V. The effect of the trigger counter’s threshold is also studied. In the data,
the trigger threshold is estimated to be around 100 keV. An increase
of up to 100 keV in both trigger detector threshold levels does not
affect the correction at our radial cut within statistical uncertainties,
see Fig.5.27.

Table 5.5: Estimation of the level of uncertainty in the detector positions
based on multiple measurements.

Measured quantity Measurement uncertainty [mm]

Z location of S3 0.100
Z location of WC3 2.000
Thickness of Tg 0.025
Thickness of T1 0.090
Thickness of S3 0.005

X/Y position of S3 * 0.005

X/Y position of WC3 * 0.200
Thickness of wrapping (Tg and T1) 0.015

* The uncertainties in those positions were not directly measured but esti-
mated using track reconstruction with WC1 2 (see §6.1.2). This procedure
was tested with MC and led to the stated uncertainties.
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5.2. Acceptance correction

Table 5.6: List of systematics studies on the acceptance.

Case Description Ratio of acceptances Stat. Errors
at R=60 mm

π stop in Tg [mm] [%]

I.a) z = 0.08 (nominal) 0.9994 0.04
I.b) z =+1 0.9997 0.04
I.c) z =-1 0.9993 0.04
I.d) σ=1% 0.9996 0.04

Displacement [mm] [%]

II.a) z WC3 =+2 1.0000 0.04
II.b) z WC3 =-2 0.9999 0.04
II.c) z S3 =+0.2 0.9995 0.04
II.d) z S3 =-0.2 0.9992 0.04
III.a) x WC3 =+0.2 0.9988 0.04
III.b) x WC3 =-0.2 0.9996 0.04
III.c) y WC3 =+0.2 0.9997 0.04
III.d) y WC3 =-0.2 0.9997 0.04
III.e) x S3 =+0.02 0.9996 0.04
III.f) x S3 =-0.02 0.9998 0.04
III.g) y S3 =+0.02 1.0002 0.04
III.h) y S3 =-0.02 0.9999 0.04

Thickness [mm] [%]

IV.a) T1 z=+0.1 1.0003 0.04
IV.b) T1 z =-0.1 1.0005 0.04
IV.c) Tg z=+0.05 0.9999 0.04
IV.d) Tg z =-0.05 0.9996 0.04
IV.e) Wrapping T1 and Tg: +0.150 0.9999 0.04

Threshold [KeV] [%]

V.a) T1 & T2 =+25 0.9994 0.04
V.b) T1 & T2 = +100 0.9996 0.04
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Figure 5.22: Effect on the acceptance
of different pion stopping point along
the beam axis.
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Figure 5.23: Effect on the acceptance
of a shift of the tracking detectors
along the beam axis.

5.2.2 Result

From Fig.5.22, we can see that for an acceptance cut at R=60 mm the multi-
plicative correction is very close to 1. An error estimation on this correction
based on the set of systematic studies described above is not straight-forward
due to the existence of correlations between the different sets. Considering
the estimated level of uncertainty in the detector’s positions shown in Table
5.5 and the result of the MC studies (Table 5.6), we can conclude that at a
radial cut of 60 mm, an error in the position of the detector along the Z and
Y directions has a very limited impact on the acceptance correction. The
fluctuation in the acceptance correction from those shifts is smaller than
1 × 10−3. Similarly, a change in momentum within our error estimate and
changes in the downstream scintillator’s thresholds are all, at R=60 mm,
consistent with statistical fluctuations. The critical parameter seems to be
the knowledge of the downstream detector thicknesses. Although all thick-
ness cases are consistent with each other within statistical uncertainties, the
knowledge of the counter thicknesses within 100 µm accuracy is limiting the
acceptance correction determination. The effect of a change in thickness by
100 µm on the acceptance correction is of the order of 1.5×10−3 (including
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Figure 5.24: Effect on the acceptance
of a shift of the tracking detectors
along the x axis.
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Figure 5.25: Effect on the acceptance
of a shift of the tracking detectors
along the y axis.

statistical uncertainties). This was chosen as the total uncertainty on the
acceptance correction. This error band is represented by the horizontal lines
on Fig.5.22, 5.23, 5.24, 5.25, 5.26 and 5.27. This is a rather conservative
error estimate but given the level of statistics reached in this thesis, and
since the acceptance correction in itself is very small, the error on the ac-
ceptance correction will have a limited impact on the overall uncertainty on
the branching ratio.
To conclude, we can say that the acceptance correction is very small and cer-
tainly much smaller than the previous experiment at TRIUMF due mainly
to the larger acceptance. With a careful study of the systematic error cor-
relations and additional independent measurements on the position of the
tracking devices, the error on the acceptance correction can be further im-
proved and will not be a major source of error on the final branching ratio
result.

5.2.3 Test of the Monte Carlo

To test the MC on the particular cases mentioned in the previous section, we
have taken special sets of data. A more general confirmation of the validity
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Figure 5.26: Effect on the acceptance
of a change in the downstream plastic
scintillators thicknesses.
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Figure 5.27: Effect on the acceptance
of an increase in the threshold energy
of the downstream trigger detectors.

of the PIENU simulation is described in Chapter 6.

Shift in PIENU II detector

Data were taken with the PIENU-II detector shifted by a known amount.
Those shifts are propagated in the geometry file read out by the tracking
package. The reconstruction of the z-vertex is shown to be insensitive to
those shifts in the MC and in the data. This proves that the downstream
tracking gives consistent results for different geometries for both MC and
data.

Momentum scan

At the beginning of 2011 beamtime, a momentum scan was performed in or-
der to verify the correctness of the z vertex reconstruction and estimate the
error on the beam momentum. The comparison of the pion stop position in
MC and data at different momenta gives an uncertainty on the momentum
of 0.4%. At the nominal momentum, the difference in the z-vertex recon-
struction between π+ → e+νe events taken in 2010 and a MC simulation of
π+ → e+νe events is of the order of 80 µm. This difference can be due to
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5.3. Other systematics

a slightly different geometrical arrangement of the detector66 between 2010
and 2011. Conservatively it is entirely attributed to an error in the momen-
tum. The sum of those two errors gives a total uncertainty of 0.6% on the
beam momentum which translates in less than 0.4 mm uncertainty on the
pion stop position.

5.3 Other systematics

5.3.1 Effect of tracking detector inefficiencies in the
acceptance definition

A separate study is done to assess the effect of inefficiencies in the down-
stream tracking detectors on the definition of the acceptance. Indeed, if
the definition of the acceptance is varying significantly with the detectors
efficiencies, the acceptance correction would have to be modified.

Effect of WC3 inefficiency

WC3 inefficiencies are implemented in the MC based on the inefficiencies
observed in the data. The average efficiency of each plane of WC3 for beam
positrons is higher than 99.8%. The resulting acceptance change is shown
in Fig.5.28. The change in acceptance is, within statistical errors, consistent
with zero. The effect of the WC3 inefficiency can therefore be neglected.

Effect of S3 inefficiency

The same procedure is done with the S3 detector. The inefficiencies of S3
planes shown in Fig.5.29 are obtained before the WC3 acceptance cut. This
is so as not to bias the sample by requiring a good track in the downstream
detector. However, this tends to over-estimate the inefficiency since there
are high angle positrons which hit T1 and T2 counters and hit WC3 outside
of the nominal fiducial cut but miss S3. Fig.5.30 shows the distribution
at the middle of WC3 of the events missed by S3 Y. Four sectors of high
inefficiency outside the nominal fiducial cut (indicated by a red line) can
clearly be seen and correspond to events which did not hit S3 Y due to
the geometrical arrangement of T1 and S3 that are rotated by an angle
of 45° with respect to each other (see Table 3.1). At our current level of
statistics and systematics, an over-estimation of the effect of inefficiency

66The detector was opened between 2010 and 2011 data taking and the momentum scan
was taken without WC1 2.
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Figure 5.28: Left: ratio of π+ → e+νe over π+ → µ+ → e+ acceptances
when no inefficiency is implemented (nominal) and when the inefficiency
functions for all WC3 planes is implemented. Right: ratio of acceptances
when WC3 inefficiency is simulated over nominal ratio of acceptances.

(which is in any case small) does not matter. Fig.5.31 shows the effect of
the S3 inefficiencies on the acceptance. The change in acceptance is, within
statistical errors, consistent with zero. The effect of the S3 inefficiency can
therefore be neglected.

5.3.2 Effect of multiple hits in WC3

The radial cut in WC3 which defines the acceptance is based on the hits
recorded in the downstream tracker detectors. In this analysis, the track
which best fitted those hits is used to find the radial value at the center of
WC3 2 plane. However, multiple hits in the downstream detectors arising
from physical processes like Bhabha-scattering or delta rays blur the trajec-
tory. The track with the best χ2 might not always be the one corresponding
to the track which triggers. Two extremes are used to test the effect on the
acceptance correction: the acceptance is either defined by the track which
gave the smallest radius in WC3 (called “Min R” is Fig.5.32) or by the
one with the largest radius (“Max R” in Fig.5.32). Those acceptances are
compared to the nominal acceptance based on the track which provides the
best χ2. Again, within statistical error at our radial cut of 60 mm, the ef-
fect of misidentifying the correct track on the acceptance correction is found
negligible.
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Figure 5.29: Left: Number of events that should have been detected by
S3 (Nominal) and events missed by each plane as a function of T1 energy.
Right: inefficiency function for each silicon plane as a function of T1 energy.
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5.3. Other systematics

Figure 5.30: Distribution on the surface of WC3 of the events missed by
S3 Y. The red circle indicates the fiducial cut used in this analysis. The
four areas outside of the acceptance limits are the image of the corners of
T1 counter which is rotated by 45° with respect to S3.
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Figure 5.31: Left: ratio of π+ → e+νe over π+ → µ+ → e+ acceptances
when no inefficiency is implemented (nominal) and when the inefficiency
functions for both S3 planes are implemented. Right: ratio of acceptances
when S3 inefficiency is simulated over nominal ratio of acceptances.
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Figure 5.32: Left: ratio of π+ → e+νe over π+ → µ+ → e+ acceptances
when the WC3 radius is estimated from the track with the best χ2 (nominal)
and when it is estimated from the track with the minimum radius (Min R)
or the maximum radius (Max R) in WC3. Right: ratio of acceptances with
the maximal R or minimal R in WC3 to the nominal acceptance.
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Chapter 6

Simulation

The PIENU experiment uses the GEANT4.9.3 (patch 2) package [134, 135]
to simulate the particle interactions and the detector geometry. The effect
of electronics and data digitization is not implemented in the MC. Since a
number of corrections have been obtained from MC, it is fundamental to
have an accurate MC simulation. This chapter describes the components of
the MC specific to the PIENU experiment. An overview of the validation
of the physics processes and the detector geometry is also presented.

6.1 Beam and tracking

6.1.1 Beam

The beam momentum and position distributions are generated by a beam
transport program called REVMOC [100] from which predictions were tested
against beam data prior to the installation of the beamline extension. A
beam distribution based on data taken with the full detector in place is also
built in the following way: the distributions of X and Y coordinates in the
target and angles of the tracks along the X and Y axis are extracted from
the data. The distribution of the sum of the energy deposited by pions
in the upstream counters (B1, B2, S1&2 and circa 1/2 of the target67) is
formed from the calibrated data variables and scaled to match the mean
of the momentum distribution obtained by REVMOC. The distribution of
those 5 parameters are stored in a file. A 5×5 first order correlation matrix
between the variables is built. Variables are sampled randomly from the
data distributions and correlated according to the matrix discussed above.
The transformed variables are used to generate the MC particles. The “data
beam” thus obtained has the advantage of having a continuous distribution
of rays while the REVMOC ray file had a small number of entries (ca 40,000)
over which the MC has to loop. It is indeed observed that such a small rep-
etition rate has an impact on the validity of the statistical errors. The beam

67the energy deposited by pions in the target is based on the pulse shape fitting described
in §5.1.1.
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6.1. Beam and tracking

distribution based on data is used as input for the MC for all simulation
analyses described in this thesis. Fig.6.1 shows the level of agreement be-
tween MC and data reached with this beam description.
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Figure 6.1: Comparison between data and MC of the pion beam distribution
in the target. The coloured plot shows the distribution of the beam at the
entrance of the target in the data as reconstructed with the tracking package
while the red thick contours are those of the MC generated beam. The yellow
dotted lines show the location of the centre of the target.

As can be seen in Fig.6.2, the vertex distribution is rather broad (σ ∼ 2 mm).
This is dominated by the reconstruction capability of our tracking detectors.
The impact of the momentum bite on the width of the distribution is small.
The “real” distribution of the pions in the target has a width of σ ∼ 0.5 mm
(for a momentum bite of ∼ 0.5%) as can be seen in Fig.6.2.
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Figure 6.2: Z vertex reconstruction and “real” pion stop distribution in the
target from MC. The black dashed vertical lines show the boundaries of the
target.

6.1.2 Tracking performance

The X and Y positions of all tracking detectors have been verified using
beam muons that traverse the entire PIENU assembly. The position of a
track is reconstructed using WC1-2 information. For each tracking detector,
the position determined by WC1-2 tracker is checked against the position
measured by the detector along its sensitive axis. Fig.6.3 gives the distribu-
tion of the difference between the reconstructed and measured positions for
S1 Y detector (the first tracking detector after WC1-2). The mean is cen-
tred on zero with a precision of the order of a µm which shows the accuracy
with which the placement of the detector is known for the input into the
MC. The distributions for all tracking detectors are given in Fig.B.1. Using
this technique, the stability of the detector’s positions could also be checked
as a function of time. Fig.6.4 shows a plot of the WC3 3 position stability
along its sensitive axis over a period of seven months.

6.2 Detector geometry

The geometry of all detectors has been input into the MC. Dead materials
(which are materials that are not read out) around the detectors are also
coded and interactions with them are simulated. Surface mounted electron-
ics are not coded. The electronics is typically placed far away from the

162



6.2. Detector geometry

Reconstructed - true position [mm]
-40 -30 -20 -10 0 10 20 30 40

N
or

m
al

iz
ed

 C
ou

nt
s

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

S1_Y 0.004 +/- 0.002

Figure 6.3: Difference between reconstructed and true position in S1 Y.
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Figure 6.4: Stability of the difference between reconstructed and true posi-
tion in WC3 3.
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sensitive detector and should therefore have no effect on selected events.

6.2.1 Plastic scintillators

Light guides, support structure, PMTs and wrapping around the plastic
scintillators are not added in the nominal MC. However, the effect of the
addition of wrapping is tested and reported in §5.2. The impact of scattering
on the support structure and light guides is believed to be negligible

6.2.2 Silicon

The ceramic frame is coded as dead material and the sizes of sensitive strips
are input for tracking reconstruction purposes.

6.2.3 Wire chambers

The Wire Chambers are simulated as volumes filled with gas and separated
by Mylar foils. The anode wires are not coded (the 15µm wires have a
negligible impact on scattering); instead volume cells around the wires are
delineated and a hit within this volume is associated with the corresponding
wire for track reconstruction purposes. The postamplifier boards are coded
as dead material.

6.2.4 CsI

The complex CsI geometry is fully coded as can be seen in Fig.6.5. The steel
support structure as well as the gap spacers between the crystals is coded.
Because of data suppression in the CsI, energies below a certain threshold
are not recorded. In the data, this energy threshold is found to be 2 MeV.
The same threshold is applied in the MC after addition of the resolution.
The resolution of the CsI is matched for each of the four cylinders to that
of the data. Fig.6.6 illustrates the agreement between data and MC after
the energy threshold and resolution are implemented. The effect of signal
attenuation in the crystals which could lead to a position dependence is
not taken into account. Although the effect of the position on the energy
recorded by the CsI crystal is measured to be smaller than 2%, for a further
improvement in the agreement between MC and the data, this effect could
be added to the MC. The difference observed in Fig.6.6 between MC and
data for energies between 5 and 15 MeV is due on one hand to the presence
of π+ → µ+ → e+ background in the data and on the other hand to a
pileup in CsI induced by the source attached to each crystal (see §3.2.6).
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6.2. Detector geometry

Figure 6.5: NaI and CsI front geometry in the MC (each point represents a
hit recorded in the MC). The white gaps indicate that no sensitive detector
is present.
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Figure 6.6: Left: Comparison of the energy deposited by π+ → e+νe and
π+ → e+νe γ events in CsI for MC and data (“data” corresponds to the
suppressed spectrum. In the MC, π+ → e+νe events are simulated and the
same Total Energy cut as in the data is applied). The spectra have been
normalized to the first bin (corresponding to “no energy” deposited in the
CsI). The ratio of the number of events in the first bin to the integral of
the full spectrum agrees within 3% between MC and data. Right: Energy
deposited in the CsI versus NaI. The data events which have a low energy
deposit in NaI correspond mostly to unsuppressed π+ → µ+ → e+ events.
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6.3. Radiative decays in π+ → e+νe

This γ-ray source deposits an energy of about 8 MeV in a crystal, which,
in coincidence with a π+ → e+νe event brings the bulk of the π+ → e+νe
events with typical 0-5 MeV recorded in the CsI to up to 13 MeV. This
background can also be identified in the right plot of Fig.6.6. Because of
statistics it is most apparent at the peak of the π+ → e+νe distribution in
the NaI (around 66 MeV). Those pileup events represent only 0.2% of the
total events in the suppressed spectrum.

6.3 Radiative decays in π+ → e+νe

The π+ → e+νe γ decay width is calculated with a photon cut-off energy of
1 MeV. The calculation is checked with different photon cut-offs and angu-
lar restrictions against theoretical calculations [136, 137] and experimental
measurements [138]. The following branching ratio is used for the MC sim-
ulation of π+ → e+νe events68:

RRad =
Γ(π → eνeγ)

Γ(π → eνe + π → eνeγ)
= 0.0621 (6.1)

For the addition of the radiative decay to the MC lineshape, only radiative
events which would have generated a trigger are considered. The branching
ratio of triggered events is :

RtriggerRad =
Γ(π → eνeγ)

Γ(π → eνe + π → eνeγ)
= 0.0591 (6.2)

The difference between RtriggerRad and RRad is due to the higher fraction of
low energy positrons (below ∼ 2.5 MeV) that deposit their entire energy in
the target and S3 counters and therefore do not trigger.
Fig.6.8 shows the energy distribution in the crystals for radiative events.

6.4 Energy loss processes

The simulated physics processes include energy loss in matter, multiple scat-
tering and hard scattering such as bremsstrahlung emission and δ-ray pro-
duction etc. None of these processes are modified from the GEANT4 pack-
age. The GEANT4 Physics List simulation engine used is : QGSP BERT.

68The number differs from the one reported in Table 2.4 since it is measured for a photon
cut-off of 10 MeV and an angle between the photon and positron larger than 40°. The
bremsstrahlung photons are mostly at low angles while the structure dependent photons
to which the PSI experiment is most sensitive are emitted at high angles. Fig.6.7 shows
the angle distribution between e+ and γ.
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Figure 6.7: Angle between e+ and γ for radiative events.
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Figure 6.8: Left: Energy of photon versus positron for π+ → e+νe γ
events in MC. Right: Energy deposited in NaI+CsI for π+ → e+νe and
π+ → e+νe γ events in MC. The spectra are normalized to the same peak
amplitude.
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6.5. Muon decay-in-flight

For the lineshape simulation only the “G4EmStandard” part of the list is
used. For all other MC analysis, all physics lists associated with QGSP BERT
are used.
The cut-off thresholds for electromagnetic processes that separate discrete
from continuous handling of processes in GEANT4 are chosen as 1 mm
and 0.1 mm for γ and e+, e− respectively. An order of magnitude smaller
thresholds on both γ and e+, e− is tested and no significant impact on the
acceptance correction is found (see Fig.6.9).
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Figure 6.9: Acceptance as a function of WC3 radius for two different energy
thresholds on electromagnetic processes in the MC. The dotted horizontal
lines represent the 1σ error on the acceptance correction.

6.5 Muon decay-in-flight

Muon decay in flight in the target is a rare process due to the very brief
time of flight of muons in the scintillator. The probability of such event
compared to decay at rest is less than 0.001%. To be able to generate
enough MC data, the muon lifetime is shortened to 100 ns to enhance the
decay in flight component. Because the time distribution of the DIF events
is flat as shown in Fig.4.23 and 100 ns remains large compared to 18 ps, this
procedure did not affect the results of the simulation.
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Chapter 7

Results

7.1 Corrections

Table 7.1 shows a summary of the corrections to the raw (and blinded)
branching ratio together with the associated uncertainties. All uncertainties
associated with the corrections are summed in quadrature to obtain the
stated “Total correction” uncertainty. The theoretical branching ratio is
used to calculate the total error on the experimental branching ratio.

Table 7.1: List of corrections to the branching ratio.
.

Process Correction Uncertainty Section
stat. syst.

“Raw” Branching ratio (×10−4) / 0.0024 0.0010 §4.5.3

t0 energy dependence ×0.9993 / 0.0007 §4.10
Muon decay-in-flight ×0.9976 / 0.0002 §4.9
Low energy tail ×1.0203 0.0025 0.0013 §5.1.5
Acceptance correction ×0.9994 / 0.0015 §5.2

Total Correction ×1.0165 0.0025 0.0021

Total Branching Ratio / 0.0039 0.0028

7.2 Systematic checks

The variation of the corrected branching ratio as a function of the acceptance
cut and cut-off energy in the calorimeters is studied. Fig.7.1 and Fig.7.2
show the result of the study. The raw branching ratio is obtained from
the time fit and the tail correction for each cut is extracted from MC. For
the study of the cut-off energy variation, the correction for MDIF (obtained
from MC) is added. The error bars on the raw branching ratio reflect the
statistical errors only. Since the points are correlated, the error bars on
the corrected branching ratios are only indicative. Any fluctuations of the
corrected branching ratio are well within the statistical uncertainties.
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Figure 7.1: Effect of the acceptance cut. The branching ratios are nor-
malized to the nominal value at R=60 mm indicated by a dotted vertical
line.
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Figure 7.2: Effect of the cut-off energy. The branching ratios are normalized
to the nominal value at E=50 MeV indicated by a dotted vertical line. For
a low cut-off energy (E=49.5 MeV) the “high-energy” part is dominated by
π+ → µ+ → e+ events.
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Chapter 8

Neutrino Analysis

An analysis on massive neutrinos was performed by K. Yamada [116] on
data acquired in the summer 2009. The analysis was subsequently refined
and published in Physical Review D [3].
Because of several problems in the hardware, this portion of data would need
several additional studies to be integrated in the branching ratio analysis,
but it was appropriate for a massive neutrino search.

8.1 Brief introduction to the theory

Since the π+ → e+νe decay is a two-body decay, the neutrino mass can be
extracted from the energy of the positron with the simple equation:

mν =
√
m2
π+ +m2

e+
− 2mπ+Ee+ (8.1)

wheremν is the neutrino mass and Ee+ andme+ are respectively the positron
energy and mass and mπ+ the pion mass. If the pion decays to a heavy
neutrino instead of a “conventional neutrino”, this relation still holds and
an extra peak at low energy would appear in the positron energy spectrum.
Some models predict the mixing of massive sterile neutrinos with ordinary
neutrinos and the mass eigenstates would be related to the weak eigenstates
by a unitary matrix U:

νl =

3+k∑
i=1

Uliνi. (8.2)

with the weak eigenstate indices l = e, µ, τ, χ1, χ2...χk
Since the peak of the π+ → e+νe decay is around 70 MeV, an additional
peak search in this spectrum is in principle sensitive to massive neutrinos in
the mass range 0 MeV/c2-130 MeV/c2. The ratio of the decay to massive
and normal neutrinos Γ(π → eνi)/Γ(π → eνe), is related to the mixing and
phase space parameters by the following equations:

Γ(π → eνi)

Γ(π → eνe)
= |Uei|2ρe, (8.3)

172



8.2. Brief description of the analysis

ρe =

√
1 + δ2

e + δ2
i − 2(δe + δi + δeδi)(δe + δi − (δe − δi)2)

δe(1− δi)2
, (8.4)

δe =
m2
e+

m2
π+

(8.5)

δi =
m2
νi

m2
π+

, (8.6)

where ρe is a kinematic factor and mνi the mass of a massive neutrino.

8.2 Brief description of the analysis

8.2.1 Selection cuts

A similar suppression technique to the one developed in §5.1.1 was used for
this analysis. Pions were selected and pile-up rejected with a signal efficiency
of about 40% and a fiducial cut in WC3 at 80 mm. Similarly to the sup-
pressed spectrum analysis, a time cut, a Total Energy cut, a pulse-shape cut
and a kink cut were used to select preferentially positrons from π+ → e+νe
decays. Additional suppression of the π+ → µ+ → e+ background was
obtained by using the reconstructed z-vertex information and the minimal
distance between the downstream and upstream tracks at the vertex which
helped suppress pion DIF events that were not suppressed by the kink cut.
Those included PDIF events happening between the upstream silicon detec-
tors and the target. Events with signal in the CsI (with a threshold around
6 MeV) were vetoed to reduce the low energy tail due to shower leakage from
the NaI crystal (those last two cuts have a strong bias on the branching ratio
and were therefore not used for the suppressed spectrum analysis).
The cuts were optimized by minimizing the S value :

S =

√
N<54MeV

N>54MeV
(8.7)

where N<54MeV and N>54MeV are respectively the number of events below
and above 54 MeV in the positron energy spectrum in the NaI. After all
cuts the remaining background below 54 MeV was 6.8% of the signal events
(i.e. above 54 MeV) with N>54MeV = 4.8× 105.
The improvement of the limits on the mixing parameters relies on a larger
data set and a better suppression of the background below 54 MeV but also
on a better resolution of the π+ → e+νe peak. Since the shower leakage
increases with the radius in WC3, a better peak resolution is obtained with
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8.2. Brief description of the analysis

tighter radial cuts. However, the S value starts worsening around a radial
cut of 40 mm (corresponding to an angular cut of 35° ). This cut was only
applied to events with positron energies larger than 47 MeV for which the
impact of the resolution is higher. The data were thus separated in two sets:
for the energies below 47 MeV (corresponding to a neutrino mass larger than
80 MeV/c2) no additional angular cut was done (we will call this set “No-
cut”) while, for higher energies in the positron spectrum, an angular cut
of 35° was applied. Fig.8.1 shows the positron energy spectrum in the NaI
when no angular cut is applied and with a 35° angular cut together with
the beam positron spectrum. The latter highlights the peaks arising from
neutron escape after photo-absorption of a shower photon by iodide nuclei.
The beam positron spectrum was subtracted from the π+ → e+νe spectrum
to minimize the effect of the peaks on the fitting procedure described in the
next section.

3

by µ+ → e+νν decay) background was suppressed using
timing cuts to take advantage of the lifetime difference
between pions and muons (τπ = 26ns and τµ = 2197ns).
The time window selected was 2–33 ns following the pion
stop time. Since the decay π+ → e+ν involves only two
charged particles while the decay π+ → µ+ → e+ has
three charged particles with an extra kinetic energy of
4.1 MeV deposit from the π+ → µ+ν decay in B3, pulse
shape discrimination based on the likelihood for two and
three pulses, and the total energy in the beam counters
were also very effective in π+ → µ+ → e+ background
suppression. In Figure 2, a spectrum of total energies in
B1, B2, B3, S1X/Y and S2X/Y integrated over a time
window of 100 ns is shown. The peaks at 15.6 and 18.5
MeV are from π+ → e+ν and π+ → µ+ → e+ decays,
respectively. (The energy separation between the two
peaks is smaller than 4.1 MeV because of saturation ef-
fects in the plastic scintillator.) The vertical dashed lines
indicate the cut positions. The ratio of the low energy
events (Ee+ < 54 MeV, including the π+ → e+ν tail)
and the π+ → e+ν peak (Ee+ > 54 MeV) was 0.2, consis-
tent with that obtained in the previous TRIUMF exper-
iment [7] (before the optimization process described be-
low). At this stage, the major low-energy background in
the background-suppressed spectrum came from decay-
in-flight (DIF) of pions near the B3 counter, in which
the muon from the π+ → µ+ν decay stopped in B3 and
deposited the same kinetic energy as the initial pion [4].

The tracking detectors, S1X/Y and S2X/Y, allowed
detection of a kink in the pion track when DIF happened
upstream of the B3 counter. For the remaining events,
the “pion” direction near B3 with respect to the beam
direction is plotted in Fig.3 for the regions Ee+ > 54 MeV
(mostly π+ → e+ν) and Ee+ < 32 MeV (mostly pion DIF
events with a negligible π+ → e+ν tail contribution) by
thin and thick lines, respectively. The background was
suppressed by another factor of two by requiring the kink
angle to be < 14◦.
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FIG. 3: Kink angles for events E > 54 MeV (thin) and E < 32
MeV (thick). The vertical dotted line at 14◦ indicates the cut
position.

Also, consistency tests of the “pion” and positron
tracks based on the closest approach of the two tracks
in B3 provided an extra handle for suppressing the pion
DIF events. An additional suppression factor of three
was obtained with a loss of statistics of 30 %.

The cuts were optimized by minimizing the value
S =

√
N<54MeV/N>54MeV, where N<54MeV and N>54MeV

are the numbers of events below and above 54 MeV in the
positron energy spectrum, respectively. The final back-
ground (including the low-energy tail of the π+ → e+ν
peak) to peak ratio was N<54MeV/N>54MeV = 0.068 with
N>54MeV = 4.8 × 105. The positron energy spectrum is
shown as “No cut” in Fig. 4.
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FIG. 4: Positron spectra with (35◦) and without (No cut)
angle cuts together with the positron beam spectrum shifted
by 2.5 MeV (shaded).

Spectra with angle cut

There was a strong correlation between the emission
angles of the decay positrons and the amount of the low
energy tail due to shower leakage. As shown in Fig.4,
the peak resolution was also improved by 10 % with the
positron angle cut at 35◦ with respect to the beam axis
(σ = 0.8 % (RMS) at 70 MeV with the 35◦ cut). This
cut also contributed to a better peak-to-background ra-
tio. However, tighter cuts on the positron emission angle
worsened the S value. Using spectra with the angle cut
was effective only above 47 MeV where the impact of the
resolution was higher.

There was a shoulder in the positron spectrum
approximately at 60 MeV that was enhanced with the
angle cut. Similar structures observed in the spectrum
of the 75-MeV/c beam positron shown by the shaded
histogram in Fig.4 were discussed in Ref.[12]. (To
compensate for the difference in the initial energies and
the additional energy losses of the beam positrons in
B1, B2 and B3, the beam-positron spectrum was shifted

Figure 8.1: Positron spectra from π+ → e+νe decay with no angular cut (No-
cut) and with a 35° angular cut together with the positron beam spectrum
hitting the front face of the NaI crystal at 0°.
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8.3. Results

8.2.2 Fitting procedure

The positron spectrum obtained after the cuts described above was fitted
with a 0.5 MeV step over an energy range between 10 and 60 MeV. The fit
function was composed of different backgrounds and a possible peak. The
position of the potential peak was fixed at every step. The spectrum was
fitted between 9 and 50 MeV for the No-cut data and between 9 and 62 MeV
for the 35° data.
The shapes of the two main backgrounds in the π+ → e+νe spectrum,
namely PDIF-MDAR and PDAR-MDIF, were extracted from the data. The
shape of π+ → µ+ → e+ decays was obtained using a late time window cut.
As shown in §4.9, the positron spectrum from PDAR-MDIF is different
from the PDAR-MDAR due to the extra boost provided by the muon to the
positron. The shape of the spectrum was calculated by applying a Lorentz
transformation for muon kinetic energies between 3.3 and 4.1 MeV (the
muons with lower kinetic energies were removed by the target cut). The
effect of the muon polarization was also taken into account. The amplitudes
of those two backgrounds were left free in the fit. An extra exponential
background and a flat background were added to accommodate for slowly
changing spectrum mismatch. The amplitudes and the attenuation (for the
exponential) of those backgrounds were left free in the fit. Finally, the
templates of the π+ → e+νe peak at different energies were obtained from
MC. The validity of the MC lineshapes were confirmed with positron data
taken at various entrance angles into the NaI crystal and at different beam
energies. Fig.8.2 shows the amplitudes of the the fitted peaks normalized to
the main π+ → e+νe peak. The amplitudes are consistent with zero as seen
from Fig.8.2; no evidence of massive neutrinos was found. The χ2/NDF
of the fit without additional peak was 0.97 with the No-cut data and 1.00
with the 35° angular cut. The proportions of PDIF (and PDAR: those two
backgrounds cannot be distinguished) and MDIF backgrounds were found
to be respectively 2.8% and 1.7% of the π+ → e+νe decay component.

8.3 Results

Using the Bayesian method, the amplitude of the potential peaks and the
associated errors can be converted to upper limit on the ratio Γ(π+ →
e+νi)/Γ(π+ → e+νe) at each positron energy. Corrections for the energy de-
pendance of the fiducial cut, CsI veto cut, Total Energy cut and the z-vertex
cut had to be applied to those limits. Those corrections were estimated from
MC over the entire energy range. The z-vertex cut had the largest energy
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4

by 2.5 MeV to line up with the π+ → e+ν peak.) The
bumps (or shoulders) at 60 MeV and 53 MeV in the
beam positron spectrum correspond to the primary peak
energy minus one and two neutron separation energies in
127I, respectively; the loss of the energy observed in the
NaI(T#) crystal is due to low-energy neutrons produced
in photo-nuclear reactions escaping from the crystal.
Since this 60 MeV shoulder in the suppressed spectrum
is consistent with the response function of the NaI(T#)
crystal [12], it was treated as background in the present
study.
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FIG. 5: Normalized amplitudes (%) of potential peaks for
the no-cut spectrum (open circles) and for the 35◦ spectrum
(closed circles).

Fitting

The search for extra peaks was conducted with 0.5
MeV steps in the positron energy regions, Ee+ = 10− 47
MeV for the spectrum without the angle cut and Ee+ =
47 − 60 MeV with the 35◦ cut to take advantage of im-
proved energy resolution obtained using the cut. The
entire spectrum (9-50 MeV for the no-cut data and 9-62
MeV for the data with the 35◦ cut) was fitted to a back-
ground function (described below) plus a possible peak.

In order to minimize the effects of the bumps in the
response function, the beam positron spectrum was sub-
tracted from the spectra before the fitting search. The
normalization was done in such a way that the 60 MeV
peak amplitude in the fit of the spectrum with the 35◦

cut was zero.
The amplitude of the π+ → µ+ → e+ background,

for which the spectrum was obtained with a late time
window (150–500 ns), was a free parameter in the fit.

The positrons from DIF muons emitted promptly fol-
lowing π+ → µ+ν decays (about one third of the total
π+ → µ+ → e+ background) decreased with the pion
decay time, and the π+ → µ+ → e+ spectrum obtained

from the late time window did not include this compo-
nent. The muon-DIF spectrum was obtained by applying
a Lorentz transformation for the muon kinetic energies
3.3–4.1 MeV to the π+ → µ+ → e+ spectrum with ac-
ceptance corrections (described in the next section) and
muon polarization effects. The resulting muon-DIF spec-
trum had a broad bump around 30–40 MeV, extending
near the π+ → e+ν peak. The amplitude of this compo-
nent was a free parameter of the fit.

In order to accommodate a slowly changing spectrum
mismatch and unspecified background, the amplitude
and the decay constant of an exponential function and
an additional constant term were free parameters of the
fit.

The template peak spectrum for each peak energy was
obtained by applying the same cuts used in the data anal-
ysis to the positrons which were generated by a Monte
Carlo (MC) simulation in the B3 counter with the ob-
served pion stopping distribution. Measurements using
positron beams at various entrance angles and energies
into the NaI(T#) crystal confirmed the validity of the MC
line shapes including the effects of CsI vetoing. Agree-
ments between the data and MC in the peak shape were
within 10 %.

Figure 5 shows normalized amplitudes of fitted peaks
for the spectra without the angle cut (open circles) and
with the 35◦ angle cut (closed circles). The χ2/DOF’s
were 0.97 without the angle cut and 1.00 with the angle
cut for the fits without the extra peak.

Acceptance

Since the low-energy peak amplitudes obtained were
normalized to that of the 70 MeV peak, most acceptance
effects canceled to first order, especially those related
to the pion definition cuts. There were, however, some
energy-dependent effects in the cuts to be corrected for.
The acceptances were estimated based on MC calcula-
tions. The consistency was tested to be within 3 % by
comparing the MC and experimental π+ → µ+ → e+

spectra in the 10–50 MeV region with and without the
background suppression cuts.

The fiducial cut increased the relative acceptance for
10 MeV positrons by 5 % (for no angle cut) with respect
to 70 MeV positrons due to multiple scattering effects.
Energy leakage into the CsI crystals for higher positron
energy resulting in rejection of events also increased the
relative acceptance of 10 MeV positrons by 15 %.

Because of larger scattering cross sections at lower
energy, even within a small path length in B3 (3 mm in
depth), lower energy positrons tended to have a larger
total energy deposit in the target, thus lower energy
events looked more like π+ → µ+ → e+ decays, causing
a 10 % loss (no angle-cut data) in efficiency due to the

Figure 8.2: Normalized amplitude of the potential peaks in the π+ → e+νe
spectrum obtained by the fit on the No-cut spectrum (open circles) and for
the 35° spectum (filled circles).
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8.3. Results

dependent effect. The combined relative acceptance for 10 MeV positrons
compared to 70 MeV positron was 45% (35° data) and 42% (No-cut data).
After correction, the upper limit on the massive neutrino branching ratio
can be converted to upper limit on the mixing parameter |Uei|2 using eq.8.3.
The upper limit can be expressed as a function of the neutrino mass using
eq.8.1. In Fig.8.3 the results of this analysis together with the limits ob-
tained by the previous experiment at TRIUMF [139] are shown. We can
note that the limits obtained with this analysis reach a massive neutrino of
60 MeV (compared to 50 MeV for last experiment) because the subtraction
process of the positron spectrum induced a bias below those masses.

5

total energy cut. The largest energy-dependent effect
was in the vertex consistency requirement for pion and
positron tracks, which reduced the acceptance of low
energy positrons by 60 %. The combined acceptances
for 10 MeV positrons with respect to 70 MeV positrons
were 45 % (35◦ data) and 42 % (no cut).

RESULTS

No significant peaks above statistical fluctuations were
observed. After correcting for the acceptance and the
helicity-suppression and phase-space terms, the ampli-
tudes and associated errors were converted to 90 % C.L.
upper limits on |Uei|2, assuming a Gaussian probability
distribution with a constraint that the physical region
of a peak area be positive. Figure 6 shows the combined
results for the fits with the 35◦ angle cut (below 80
MeV/c2 in neutrino mass), and without the angle cut
(above 80 MeV/c2). The region below 60 MeV/c2

(Ee+ > 57 MeV) was excluded in the plot because of
the strong bias caused by the background subtraction
procedure. For comparison, the 90 % C.L. upper lim-
its obtained in Ref. [7] are also plotted by a dashed curve.

)2Neutrino mass (MeV/c
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FIG. 6: Combined 90 % C.L. upper limits obtained from the
35◦ spectrum (circles) and no-cut spectrum (triangles) to-
gether with the previous limits (dashed line) [7].

CONCLUSIONS

The present experiment improved the upper limits on
the neutrino mixing matrix element |Uei|2 by a factor of
up to four in the mass region 68–129 MeV/c2.
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The low and high neutrino mass limits have been only marginally improved
over the previous experiment. This could be explained by a different fitting
procedure. In the last experiment, the shape of the normal π+ → e+νe peak
was determined from the suppressed spectrum and fixed in the fit. This
procedure could have masked the presence of irregularities in the spectrum
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8.3. Results

like the peaks from neutron escape after photo-nuclear reactions69. Finally,
an assumption for the scaling of the π+ → e+νe peak shape at lower ener-
gies was assumed which is different from the procedure adopted here where
the shape of the template was obtained from MC and verified with positron
data.

69Although it does not affect the bump-search procedure, it is worth noting that E248
experiment did not take into account the presence of muon decays in flight in the fit.
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Chapter 9

Conclusions

One never notices what has been done; one can
only see what remains to be done.

Marie Curie

9.1 Results

This work is the first example of a blind analysis on the measurement of Rπ =
Γ(π+→e+νe+π+→e+νeγ)
Γ(π+→µ+νµ+π+→µ+νµγ)

. No conclusions on the final value of the branching

ratio can yet be drawn. However, the error estimate obtained after this
analysis provides a factor 1.17 improvement over the E248 experiment and
is dominated by statistical uncertainty. If normalized to the theoretical
branching ratio, the total error is:

σblind = (0.0039 (stat.) + 0.0028 (syst.))× 10−4 = 0.0048× 10−4 (9.1)

Added to the current PDG value [22] this result would reduce the error on
the branching ratio by ∼25%. Fig.9.1 shows a break-down of the systematic
and statistical contributions to the total error and a comparison with the
E248 experiment.

9.2 Comments on the results

The main improvement over the E248 result is on the systematics related to
the fit of the time spectra for which the systematic error has been reduced by
a factor 2.3. With two times larger data set, a better time fit was obtained
due to better time measurement devices and reduced electronic cross-talk.
Additionally, a careful study of the background components and simulation
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Figure 9.1: Summary of uncertainties and comparison with the E248 exper-
iment.

of the effect of the calorimeter pulse shapes led to the inclusion of additional
components to the fit which described the data well.
Another source of systematic error comes from the determination of the low
energy tail. The measurement of the lineshape with a positron beam hitting
the center of the NaI was not sufficient to correctly assess the lineshape of
π+ → e+νe events. Indeed, due to the large acceptance, particles hitting the
crystal on-center and off-center have different contributions to the low energy
tail. This was considered during the lineshape measurements but too few
events were accumulated for off-center points. The amplitude of this effect
had to be estimated with a combination of Monte Carlo simulation and data.
Moreover, “neutron-escape” peaks appearing in the lineshape due to photo-
nuclear reactions in the NaI were discovered and contributed to an increase
in the tail over previous estimation which tended to compensate for the gain
from the improved calorimeter resolution. Despite these complications, a
similar error on the tail fraction as the one obtained by the E248 experiment
could be reached with a careful study of the MC and a 10% reduction in the
pion decay-in-flight background contaminating the suppressed spectrum70.
An additional systematic uncertainty related to the tail determination comes
from the inclusion of the energy spectrum of muon decay-in-flight events

70We should note that the E248 result fully attributed the error on the tail to a sys-
tematic uncertainty.
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which was not taken into account in the E248 experiment. Finally the
energy-dependent acceptance correction is smaller due mainly to the larger
acceptance.

9.3 Foreseen improvements

9.3.1 Statistical uncertainty

The statistical error will be reduced by at least a factor 3 with the addition
of the remaining data taken in 2009, 2010 and 2011 added to the forecasted
amount of data that will be recorded in 2012. Data taken in 2009 and in
the summer of 2010 require additional analysis to optimize the use of the
CsI information but should eventually contribute to reducing the statistical
error.
Improvements on the π+ → e+νe efficiency could be reached with a more
elaborate pileup rejection cut (beam pile-up cuts removed ∼30% of the data
in this analysis) which would for example allow pile-up particles within some
time windows and use tracking to reconstruct their trajectories.

9.3.2 Time analysis

The systematics in the time fit might come from small remaining non-
linearities in the time measurement devices and electronics. In this case,
a larger data set would increase the fraction of systematic error with respect
to statistical error. A larger data set of muon runs will be accumulated
to be able to assess the non-linearities and correct for them. On the other
hand, small distortions in the background shapes can also contribute to a
larger χ2. This analysis showed that a large source of “old-muon” contam-
ination comes from beam pions stopping and decaying in the target earlier
than 6 µs before the triggered event. An additional TDC channel recording
pion particles 15 µs before the trigger was implemented for the 2011 data
taking. This should allow the suppression of “old-muon” contamination in
the “high-energy” spectrum by almost an order of magnitude. For a fur-
ther study of the shapes of the background in the “high-energy” spectrum,
pile-up particles and pulse shapes of the calorimeters should be added to
the GEANT4 simulation used by PIENU. Finally, improvements in the CsI
calibration and the tagging of the additional energy coming from the source
attached to the crystals (e.g. by only summing the energy in adjacent crys-
tals) could significantly reduce the level of π+ → µ+ → e+ background in
the “high-energy” time spectrum.
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9.3.3 Tail analysis

After the result of this analysis, a new lineshape measurement technique was
developed. Instead of measuring beam positrons at different angles hitting
the center of the NaI, the crystal was rotated around the target to simulate
π+ → e+νe tracks. Furthermore, information from the energy leaked into
the CsI was also recorded together with cosmic-ray events enabling a proper
calibration of the CsI. Therefore, the dependence on the Monte-Carlo for
the tail determination should be greatly reduced which should decrease the
systematics on the tail correction.
Improvements to the suppressed spectrum are also envisioned. First, a larger
data set would reduce the statistical error on the suppressed spectrum. A
cut-off energy that minimizes the sum of the statistical errors on the raw
branching ratio and on the tail correction should be chosen. Secondly, a
larger suppression of the PDIF component will be reached due to a better
π+ → µ+ → e+ rejection capability of the pulse shape cut. Indeed, because
of a slightly too high threshold on the COPPER channel reading the target,
10% of the positron pulses in the target were not digitized71. The z-vertex
cut and additional tracking cuts should help reduce the PDIF contamination
if their effect on the π+ → e+νe spectrum can be understood. Finally, the
addition of beam pile-up to the MC would also help to better understand
the effect of this background for the low energy tail. We should also note
that a better PDIF suppression could have been reached with a tighter
arrangement of the S1&2 and target detectors.

9.3.4 Acceptance correction

A better understanding of the detector geometry could constrain the level of
the error on this correction. The uncertainty on the acceptance correction
should only have a small impact on the total final error.

9.3.5 Massive neutrino analysis

The combination of 2009, 2010, 2011 and 2012 data should lead to an im-
provement in the massive neutrino limit. The inclusion of “neutron-escape”
peaks in the Monte-Carlo developed for the tail analysis as well as a better
lineshape measurement should lead to an improved understanding of the
lineshape subtracted from the suppressed spectrum. A better limit on lower
neutrinos masses could thus be potentially reached.

71Since the target information is not used for the raw branching ratio analysis, this fact
had no impact on the analysis.
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TN08 : Testing and Setting Up BINA Using Gamma Ray Calibra-
tion Sources. Technical report, PIENU collaboration, TRIUMF, May
2008.

[111] Luca Doria. TN11 : Installation of the CsI Calorimeter for the PIENU
experiment. Technical report, PIENU collaboration, TRIUMF, Febru-
ary 2009.

[112] T. K. Komatsubara, T. Morimoto, K. Omata, S. Sugimoto,
K. Tauchi, T. Inagaki, S. Kabe, M. Kobayashi, Y. Kuno, T. Sato,
T. Shinkawa, Y. Yoshimura, I. H. Chiang, S. Kettell, K. K. Li, L. S.
Littenberg, A. Yamashita, H. Suzuki, and S. Suzuki. Performance
of fine-mesh photomultiplier tubes designed for an undoped-csi
endcap photon detector. Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment, 404(2-3):315 – 326, 1998. Avail-
able from: http://www.sciencedirect.com/science/article/

B6TJM-41FDHDB-G/2/991752e1295863553a80417ac3f8f893,
doi:DOI:10.1016/S0168-9002(97)01107-8.

[113] Masaaki Kobayashi, Takao Shinkawa, Takahiro Sato, Shojiro Sug-
imoto, Michail V. Korzhik, Andrey A. Fyodorov, and Vasilij A.
Kachanov. YAlO3: Ce-Am light pulsers as a gain monitor for un-
doped CsI detectors in a magnetic field. Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment, 337(2-3):355–361, 1 1994. Avail-
able from: http://www.sciencedirect.com/science/article/

B6TJM-473FRB0-2N4/2/21b282cb90c7601d8eb982dd9abcb54c.

[114] Alexis A. Aguilar-Arevalo. TN10 : Stand-Alone Setup and Testing
of the Xe-Flash Tube Monitoring System. Technical report, PIENU
collaboration, TRIUMF, October 2008.

[115] Y. Igarashi, H. Fujii, T. Higuchi, M. Ikeno, E. Inoue, T. Murakami,
Y. Nagasaka, M. Nakao, K. Nakayoshi, M. Saitoh, S. Shimazaki, S.Y.
Suzuki, M. Tanaka, K. Tauchi, T. Uchida, and Y. Yasu. A common

194

https://pienu.triumf.ca/InternalDocuments/Meetings/TRIUMF/Regular%20M% eetings/apr-15-2008/simulation-Bina.pdf/view?searchterm=Detect2000
https://pienu.triumf.ca/InternalDocuments/Meetings/TRIUMF/Regular%20M% eetings/apr-15-2008/simulation-Bina.pdf/view?searchterm=Detect2000
https://pienu.triumf.ca/InternalDocuments/Meetings/TRIUMF/Regular%20M% eetings/apr-15-2008/simulation-Bina.pdf/view?searchterm=Detect2000
http://www.sciencedirect.com/science/article/B6TJM-41FDHDB-G/2/991752e1295863553a80417ac3f8f893
http://www.sciencedirect.com/science/article/B6TJM-41FDHDB-G/2/991752e1295863553a80417ac3f8f893
http://dx.doi.org/DOI: 10.1016/S0168-9002(97)01107-8
http://www.sciencedirect.com/science/article/B6TJM-473FRB0-2N4/2/21b282cb90c7601d8eb982dd9abcb54c
http://www.sciencedirect.com/science/article/B6TJM-473FRB0-2N4/2/21b282cb90c7601d8eb982dd9abcb54c


Bibliography

data acquisition system for high-intensity beam experiments. IEEE
Transactions on Nuclear Science, 52(6):2866 –2871, 2005.

[116] K. Yamada. Search for Massive Neutrinos in π+ → e+ν Decay. PhD
thesis, Osaka University, February 2010.

[117] J.-P. Martin and P.-A. Amaudruz. A 48 channel pulse shape digitizer
with dsp. IEEE Transactions on Nuclear Science, 53(3):715 – 719,
2006. doi:10.1109/TNS.2006.875049.

[118] J.-P. Martin, C. Mercier, N. Starinski, C.J. Pearson, and P.-A. Amau-
druz. The TIGRESS DAQ/Trigger System. IEEE Transactions on
Nuclear Science, 55(1):84 –90, 2008. doi:10.1109/TNS.2007.910853.

[119] C. Ohlmann, TRIUMF, Vancouver, Canada. VT48 Rev.A, 48-Channel
Time-to-Digital Module. User’s Manual, 2007.

[120] KOPIO webpage. Available from: http://www.bnl.gov/rsvp/

KOPIO.htm.

[121] Y. Arai. AMT-3 -ATLAS Muon TDC version 3 & AMT-2- User’s
Manual, February 2005.

[122] S. Ritt and P. A. Amaudruz. The midas data acquisition system.
Available from: midas@triumf.ca.

[123] R. Brun and F. Rademakers. ROOT - An Object Oriented Data
Analysis Framework. Nucl. Inst. & Meth. in Phys. Res. A, 389:81–86,
1997.

[124] A. Hillaret, TRIUMF, Vancouver, Canada. Private communication,
2009.

[125] TWIST experiment at TRIUMF. Available from: http://twist.

triumf.ca/~e614/experiment.html.

[126] D. Vavilov. Acces to Tracking Information in PIENU tree, 2010.
Available from: https://pienu.triumf.ca/InternalDocuments/

run-information/2009-run/ana%lysis/tracking/tracking_

info_intree.pdf/view.

[127] J. Birks. Theory and Practice of Scintillation Counting. Proc. Phys.
Soc. , A64:874, 1951.

195

http://dx.doi.org/10.1109/TNS.2006.875049
http://dx.doi.org/10.1109/TNS.2007.910853
http://www.bnl.gov/rsvp/KOPIO.htm
http://www.bnl.gov/rsvp/KOPIO.htm
midas@triumf.ca
http://twist.triumf.ca/~e614/experiment.html
http://twist.triumf.ca/~e614/experiment.html
https://pienu.triumf.ca/InternalDocuments/run-information/2009-run/ana% lysis/tracking/tracking_info_intree.pdf/view
https://pienu.triumf.ca/InternalDocuments/run-information/2009-run/ana% lysis/tracking/tracking_info_intree.pdf/view
https://pienu.triumf.ca/InternalDocuments/run-information/2009-run/ana% lysis/tracking/tracking_info_intree.pdf/view


Bibliography

[128] NADS. Cry simulation package for cosmics, May 2010. Available from:
http://nuclear.llnl.gov/simulation/.

[129] K. Yamada, M. Yoshida, Y. Igarashi, M. Aoki, K. Tauchi, M. Ikeno,
Y. Takubo, A. Muroi, M. Tanaka, and Y. Kuno. Pion Decay-Mode
Tagging in a Plastic Scintillator Using COPPER 500-MHz FADC.
IEEE Transactions on Nuclear Science, 54(4):1222 –1226, 2007.

[130] L.Doria. Pulse Shape Fitting. Technical report, PIENU collaboration,
TRIUMF, 2011.

[131] F L Pratt. Muon spin relaxation as a probe of electron mo-
tion in conducting polymers. Journal of Physics: Condensed Mat-
ter, 16(40):S4779, 2004. Available from: http://stacks.iop.org/

0953-8984/16/i=40/a=019.

[132] R.L. Garwin T. Muller J.C. Sens A. Zichich G. Charpak, F.J.M. Farley.
A New Limit to the Electric Dipole Moment of the Muon. Nuovo Cim,
22:1043–1050, 1961.

[133] A. Buhler, T. Massam, Th. Muller, M. Schneegans, and A. Zichichi.
Measurements of Muon Depolarization in Several Materials. Nuovo
Cim., 39:824–828, 1965. doi:10.1007/BF02734620.

[134] J. Sulkimo et al. GEANT4 a simulation toolkit. Nucl. Inst. & Meth. in
Phys. Res. A, 506:250–303, 2003.

[135] J. Allison et al. GEANT4 developments and applications. IEEE Trans-
actions on Nuclear Science, 53:270–278, 2006.

[136] A. A. Poblaguev. Analysis of the π → eνγ experimen-
tal data. Phys. Rev. D, 68:054020, Sep 2003. Available
from: http://link.aps.org/doi/10.1103/PhysRevD.68.054020,
doi:10.1103/PhysRevD.68.054020.

[137] Yu. M. Bystritsky, E. A. Kuraev, and E. P. Velicheva. Radiative
corrections to radiative π e2 decay. Phys. Rev. D, 69:114004, Jun 2004.
Available from: http://link.aps.org/doi/10.1103/PhysRevD.69.

114004, doi:10.1103/PhysRevD.69.114004.
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Appendix A

Full Trigger Diagram

Figure A.1: The complete PIENU trigger diagram.
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Appendix B

X and Y Position of Tracking
Detectors
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Figure B.1: Distribution of the difference between reconstructed tracks from
WC1-2 detectors and hit position in all other tracking detectors using beam
muons. The distribution width grows with the distance from WC1-2 due
mainly to multiple scattering.
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Appendix C

Muon Runs

Table C.1: List of muon runs taken in 2010.

Date run number range

2010/06/10 35962 - 35990

2010/06/17 36750 - 36780

2010/06/24 37589 - 37625

2010/07/08 39526 - 39547

2010/07/15 40418 - 40449

2010/07/21 41223 - 41250

2010/07/30 42124 - 42141

2010/08/06 42524 - 42552

2010/08/20 44404 - 44429

2010/10/08 46753 - 46794

2010/10/22 48448 - 48479

2010/10/29 49367 - 49404

2010/11/05 50108 - 50153

2010/11/12 50953 - 50990

2010/11/19 51713 - 51764
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